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1.2 Executive summary

Model validation is essential to the production of accurate hazard mitigation and public
safety products. Held March 31% to April 2™, 2011 at Texas A&M University at Galveston under
the auspices of the NTHMP Mapping and Modeling Subcommittee (MMS), the Model
Benchmarking workshop participants were tasked with developing and implementing a strategy
for the validation of tsunami inundation models. As stated in the NTHMP Strategic Plan, “All
NTHMP-funded models will meet established standards by 2012.” Accordingly, during this
workshop, participants presented the results of applying their tsunami propagation models to a
series of pre-established benchmark tests. The participants also began the process of clearly
defining the validation procedure that all such models will be required to follow in order to
obtain NTHMP funding for activities involving the development of public safety products such
as inundation and evacuation maps. Specifically, participants, most representing nationally
renowned tsunami modeling organizations, decided that a model will be deemed validated when
it successfully simulates a series of tsunami benchmark tests covering all relevant tsunami
processes targeted by a specific study. According to the analyses and model comparisons
undertaken by the workshop participants, all the presented models tested as being capable of
predicting propagation and runup of tsunami waves in most geophysical conditions.

The initial list of NTHMP benchmark tests, accessible at http://nctr.pmel.noaa.gov/
benchmark, was established based on the OAR-PMEL-135 report (Synolakis et al., 2007).
Because an additional important goal of the workshop was to revise the list of benchmark tests,
participants proposed and discussed new benchmark tests, particularly in relation to landslide
tsunamis and recent large co-seismic tsunami events.

The workshop results presented and described in these proceedings represent an important
step in attaining consistency in tsunami inundation modeling and mapping among federal
agencies, states, and communities.
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1.3 Introduction

The coastal states and territories of the United States are vulnerable to devastating tsunamis
similar to the 2004 Indian Ocean and 2011 Tohoku-oki events (Dunbar and Weaver, 2008). Over
the past several decades, these states and territories have been developing tsunami inundation
maps to form the basis of community evacuation plans. This map-making process drastically
accelerated in 2005, following the catastrophic 2004 Indian Ocean tsunami, when the NTHMP
received an increase of funding from the Tsunami Warning and Education Act for community-
level tsunami preparedness activities, including inundation modeling and mapping. At the same
time, the NTHMP was mandated by the National Science and Technology Council to implement
a set of tsunami hazard mitigation recommendations. Because, at the time these
recommendations were made, there were no commonly accepted tools for simulating potential
tsunami inundation, the council recommended that NTHMP "develop standardized and
coordinated tsunami hazard and risk assessment methodologies for all coastal regions of the U.S.
and its territories." The standards were to be developed to ensure sufficient quality of the tsunami
inundation maps and to ensure a basic level of consistency between efforts in terms of products.
To this end, Synolakis et al. (2007) proposed a set of benchmark tests of tsunami computer
models, aimed at ensuring that all models were vetted through a benchmarking process.

During the 2011 NTHMP Model Benchmarking Workshop, participants, as identified in
Table 1-1, presented the hydrodynamic models currently in use by states and territories to
produce inundation and evacuation products. The models ranged from a full application of the 3-
D Navier-Stokes equations and Boussinesq approach to the depth-averaged non-linear shallow
water equations (SWEs). Each model was put through a benchmarking process in which
numerical model results were analyzed and compared with:

e The analytical solution for a specific benchmark test,
e The results of laboratory experiments,
e The observed field data for the July 1993 Okushiri Island event.

It should be noted that not all models were applied to all benchmark tests. Models were applied
to only those tests corresponding to tsunami processes taken into account for developing
inundation maps in the modelers’ own geographic areas.

Results of systematic model testing exposed the limitations and clearly identified the
attributes of each model. This led to collegial discussions, constructive criticisms, and proposed
collaboration among participants to address outstanding issues. According to these analyses and
comparisons, all the presented models were deemed capable of predicting the propagation and
runup of tsunami waves in most of the geophysical conditions covered by the applicable
benchmark tests. Brief descriptions of each model presented at the workshop and validated
through the benchmarking process are given in the following section.
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Table 1-1: NTHMP model benchmarking workshop participants. Participant affiliation and model of
expertise are provided.

Name Affiliation Model
. University of Rhode
Stephane Abadie Island (URI), East Coast THETIS
Aggeliki University of Southern
Barberopoulou California (USC), CA
National Geophysical
Barry Eakins Data Center (NGDC),
NOAA
University of Washington
Frank Gonzalez (UW). WA GeoClaw
Stephan Grilli URI, East Coast FUNWAVE / THETIS
University of Alaska
Roger Hansen Fairbanks (UAF), AK
Jeff Harris URI, East Coast
Texas A&M at Galveston Conference
Juan Horrillo (TAMUG), sponsor & | TSUNAMI3D
Gulf of Mexico Coast host
. Puerto Rico Seismic
Victor Huerfano Network (PRSN), PR
West Coast & Alaska MMS co-
Bill Knight Tsunami Warning Center  chair ATFM
(WC/ATWC), NOAA
Dmitry Nicolsky UAF, AK ALASKA GI-T/ GI-L
. University of Delaware
Fengyan Shi (UD), East Coast FUNWAVE
UW, Joint Institute for the
Study of the Atmosphere
Elena Tolkova and Oceans/Pacific MOST
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14 NTHMP models

Over the past few decades, a variety of tsunami propagation models have been developed,
based on a variety of governing equations, numerical methods, spatial and temporal discret-
ization techniques, and wetting-drying algorithms used to predict tsunami runup.

Finite difference methods (FDM) were initially developed for solving linear shallow water
wave equations (LSWEs), based on the work of Hansen (1956) and Fisher (1959). A detailed
review of these methods can be found in Kowalik and Murty (1993a) and Imamura (1996).
Based on these initial FDM approaches, the tsunami propagation model referred to as TUNAMI
(Tohoku University’s Numerical Analysis Model for Investigation; Imamura, 1995) was
developed. In this work, the water level dynamics near the shoreline are computed by
parameterizing a water flux quantity, the so-called ‘‘discharge’’ (Imamura, 1996), and nonlinear
shallow water equations (NSWEs) are formulated in a flux-conservative form, which helps
preserve water mass throughout the computations. A similar numerical model, also extensively
used for tsunami modeling, is COMCOT (COrnell Multigrid COupled Tsunami; Liu et al.,
1998), where a moving boundary algorithm is used to find the shoreline location. During the
same period, Titov and Synolakis (1995) presented the VTCS model, now known as MOST
(Method Of Splitting Tsunami), which can compute runup without adding an artificial viscosity
or friction factor. An innovative idea of the MOST model is its ability to track the shoreline by
adding new temporal grid points.

While the earlier models were hydrostatic and hence non-dispersive, more recently, long
wave models have been developed on the basis of Boussinesq equations and applied to
simulating tsunami propagation. While these equations were initially both weakly nonlinear and
dispersive (Peregrine, 1967), fully nonlinear approximations with extended dispersion properties
were developed (e.g., Wei et al., 1995; Kirby et al., 1998; Lynett et al., 2002). In shallow water,
these fully nonlinear Boussinesq models (FNBMs) extend NSWEs to include non-hydrostatic
dispersive effects. FNBMs have led to operational tsunami models (e.g., FUNWAVE), which
were applied to simulating some of the recent significant tsunami events (e.g., Watts et al., 2003;
Ioualalen et al., 2007; Tappin et al., 2008). An alternative governing equation describing a
dispersive wave through non-hydrostatic pressure has been proposed by Stelling and Zijlema
(2003). The models based on their formulations provide a slightly better dispersive property than
Peregrine’s (1967) depth-integrated model, and are comparative to FNBMs using a multiple-
layer model. In total, more than ten tsunami simulation models were proposed over the past two
decades or so, including, in addition to the earlier references, Mader and Lukas (1984), Kowalik
and Murty (1993b), George and LeVeque (2006), and Zhang and Baptista (2008).

The next section briefly describes each of the numerical models presented and discussed
during the 2011 NTHMP Model Benchmarking Workshop. Summaries of the main
characteristics and capabilities of each model are given in Table 1-2 and Table 1-3, followed by
a short write-up of each of the ten models run through the testing process.
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Table 1-2: Summary of model characteristics (ALASKA, ATFM, BOSZ, FUNWAVE, GeoClaw)
Model Features| ALASKA ATFM BOSZ FUNWAVE  |GeoClaw
Approximation |[Shallow Water |[Shallow Water [Boussinesq Boussinesq Shallow Water
Wave . No Yes (Optional) |Yes Yes No
dispersion
. . Two-way Two-way
Grid nesting (Two-way (submeshes) No One-Way AMR
Coordinate Cartesian/ Cartesian/ Cartesian Cartesian/ Cartesian/
system Spherical Spherical Spherical Spherical
Numerical Finite Finite .. Hybrid .ﬁmte ..
i : Finite volume |vol./finite Finite volume

scheme difference difference .

difference

Co-seismic+
Tsunami Co-seismic + Co-seismic Co-seismic Landslide Co-seismic+
source Landslide (Initiate Landslide

THETIS)

Shock- Shock-
Runup Moving Volume of capturing/ . capturing/
approach boundary Fluid Riemann Slot technique Riemann
solution solution
o Co-array
Parallelization [MPI FORTRAN OpenMP MPI OpenMP
Documentation |Limited Limited Limited Yes Yes
Graphics Command line/

Execution i te?face Command line |Graphics Command line |{Command line

interface
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Table 1-3: Summary of model characteristics (MOST, NEOWAVE, SELFE, THETIS, TSUNAMI3D)

Model FeaturesfMOST NEOWAVE |SELFE THETIS TSUNAMI3D
N Hydro./ Hydro./ 3-D Navier-  |3-D Navier-
el Shallow Water Nonhydro. Nonhydro. Stokes Stokes
Wave Yes . )
Fessarion (Numerical) Yes Yes (Optional) |Yes Yes (Optional)
Two-way

. . Structured. Structured.

Grid nesting  |One-way Two-way Unstructured Variable mesh |Variable mesh
mesh
Coordinate Cartesian/ Cartesian/ Cartesian/ Cartesian/ Cartesian
system Spherical Spherical Spherical Cylindrical
Numerical Finite Finite Finite element/ Finite volume |Finite volume
scheme difference difference Finite volume voi voi
. Co-selsmlc+ Landslide Landslide
Tsunami . Landslide ..
source Co-seismic (Initiate Co-seismic (Coupled to (Coupled to
TSUNAMI3D) FUNWAVE) |[NEOWAVE)

Runup Horizontal Horizontal Iterative Volume of Volume of
approach projection projection projection Fluid Fluid
Parallelization |OpenMP No MPI MPI OpenMP/MPI
Documentation [Limited Yes Yes Yes Limited
Execution Graphics Command line |{Command line |{Command line |Command line

interface

1.4.1 Alaska Geophysical Institute Parallel Robust Inundation Modeling Environment-Tectonic
(GI-T)

The ALASKA GI'-T is a numerical code that simulates the propagation and runup of co-
seismic tsunami waves in the framework of NSWE theory. The numerical code adopts a
staggered leapfrog FDM scheme to solve the shallow water equations formulated for depth-
averaged water fluxes in spherical coordinates on Arakawa C-grid (Arakawa and Lamb, 1977).
The spatial derivatives are discretized by central difference and upwind difference schemes
(Fletcher, 1991). The friction term is discretized by a semi-implicit scheme according to Goto et
al. (1997). A temporal position of the shoreline is calculated using a free-surface moving
boundary algorithm, validated by Nicolsky et al. (2010). The FDM scheme is coded in
FORTRAN using the Portable, Extensible Toolkit for Scientific computations (Balay et al.,
2004) and the MPI standard. For large scale problems, the developed algorithm employs two-
way nested grids.

The model can be accessed through a wizard-style internet-based interface that guides users
through setup, execution, and retrieval of tsunami modeling results. The interface is based on
Google Maps API, which simplifies interactions with the geospatial database of hypothetical,
historical sources and elevation datasets needed to simulate propagation and runup of the
tsunami.
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For submarine landslide modeling the University of Alaska Fairbanks has developed the
ALASKA GI'-L (Geophysical Institute Parallel Robust Inundation Modeling Environment —
Landslide) code. The ALASKA GI'-L is a numerical code that simulates propagation and runup
of landslide-generated tsunami waves in the framework of the long-wave approximation to water
dynamics. The slide is an incompressible, isotropic 3-D viscous flow, propagating over realistic
bathymetry. It is assumed that the horizontal velocities of the slide have a parabolic vertical
profile. Equations for slide and water waves are two-way coupled. This coupling was initially
proposed by Jiang and LeBlond (1992), and later improved by Fine et al. (1998). The numerical
code adopts a staggered leapfrog finite difference scheme to solve the governing equations
formulated for slide velocities and depth-averaged water fluxes in Cartesian coordinates. A
temporal position of the shoreline is calculated using the same algorithm as in the GI'-T model.
The finite difference scheme is coded in FORTRAN and can be implicitly parallelized.

This model was successfully applied to simulate a tsunami event in fjords near Seward,
Whittier, and Skagway harbors, where tsunami waves were generated by submarine landslides in
1964 and 1994 (Fine et al., 1998; Thomson et al., 2001; Suleimani et al., 2009; Nicolsky et al.,
2010).

1.4.2  The Alaska Tsunami Forecast Model (ATFM)

The Alaska Tsunami Forecast Model (ATFM) began as a collaborative effort between two
researchers (Zygmunt Kowalik and Paul Whitmore) and became operational at the West Coast
Alaska Tsunami Warning Center (WCATWC) in 1997 (Kowalik and Whitmore, 1991;
Whitmore and Sokolowski, 1996). This is known as the “classic” model currently used in
WCATWC operations. From 2004 until the present time, the model has been substantially
reworked into a second forecasting model which is called ATFMv2. The benchmark challenge
problems were computed with this newer model.

The ATFM solves the NSWEs. Two equations of motion and one continuity equation are
formulated in spherical coordinates and solved on structured, nested meshes. The two horizontal
components of velocity (u and v) are depth-averaged. The vertical component of velocity is not
considered in this hydrostatic formulation. The solution technique for # and v is based on a
differencing method described in Kowalik and Murty (1993a), and the sea level is computed
with a second-order accurate, upwind scheme that conserves mass to machine accuracy (van
Leer, 1977). The run-up / run-down method is based on the VOF approach pioneered by Nichols
and Hirt (1980), and Hirt and Nichols (1981). There is no explicit dispersion in the model,
although a non-hydrostatic addition is in the testing phase and was used for benchmarks BP4 and
BP6 (Walters, 2005; Yamazaki et al., 2009). Submeshes are nested within parent meshes to
increase spatial resolution where needed. Information is passed both from low to high-resolution
meshes and back, based on a mass conserving interconnecting scheme (Berger and Leveque,
1998). Discretization for the three field variables uses the staggered “C grid” layout.

The model is coded in FORTRAN 90 and in Co-array FORTRAN. It has been run on PCs, a
Cray X1, and a Penguin Computing cluster comprised of Opteron processors.

1.4.3 Boussinesq Model for Ocean and Surf Zones (BOSZ)

BOSZ is a numerical model for propagation, transformation, breaking, and runup of water
waves. BOSZ was specifically designed for nearshore wave processes in the presence of fringing
reefs in tropical and sub-tropical regions around the world. BOSZ was developed with the goal to
obtain reliable and robust results in addressing the complementary but somewhat opposing
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physical processes of flux and dispersion throughout a single numerical model. BOSZ was
intentionally kept as simple as possible and yet containing the main features to accurately
describe nearshore wave processes. BOSZ combines the weakly dispersive properties of a
Boussinesq-type model with the shock capturing capabilities of the conservative form of the
NSWEs. BOSZ allows the simulation of dispersive waves up to medium order as well as
supercritical flows with discontinuities. The depth-integrated governing equations are derived
from Nwogu (1993), an extended (with respect to linear dispersion) Boussinesq approach with
conserved variables that satisfy conservation of mass and momentum for Fr > 1. The continuity
and momentum equations contain the conservative form of the nonlinear shallow-water
equations to capture shock-related hydraulic processes.

The governing equations are solved with a conservative finite volume Godunov-type
scheme. The finite volume method benefits from a fifth-order Total Variation Diminishing
(TVD) reconstruction procedure that evaluates the inter-cell variables. The exact Riemann solver
of Wu and Cheung (2009) supplies the inter-cell flux and bathymetry source terms. The well-
balanced scheme of Liang and Marche (2009) eliminates depth interpolation errors in the domain
and preserves continuity at moving boundaries over irregular topography. The moving waterline
is part of the Riemann solution and does not require additional treatments. A fourth-order
explicit Adam-Bashforth-Moulton scheme integrates the governing equations in time and
evaluates the conserved variables.

BOSZ is primarily used for modeling surf-zone and swash processes of swell and wind
waves. The model can be applied to near-field tsunami scenarios. However, to date BOSZ is not
based on spherical coordinates nor does it support nested grids. The code is written in MATLAB
with most of its processing in embedded pre-compiled C++ MEX subroutines. This combines
fast computations with a user-friendly code development interface for debugging, modifying,
and demonstration. The current version of BOSZ runs on a serial processor.

1.4.4 FUNWAVE-TVD model

The FUNWAVE tsunami propagation and runup model is based on fully nonlinear and
dispersive Boussinesq equations, retaining information to leading order in frequency dispersion
O[(kh)*] and to all orders in nonlinearity (Wei and Kirby, 1995; Wei et al., 1995). Instead of
tracking the moving boundary during wave run-up/run-down on the beach or coastlines,
FUNWAVE treats the entire computational domain as an active fluid domain by employing an
improved version of the slot or permeable-seabed technique, i.e., the moving shoreline algorithm
proposed by Chen et al. (2000) and Kennedy et al. (2000) for the runup simulation. The basic
idea behind this technique is to replace the solid bottom where there is little or no water covering
the land with a porous seabed or to assume that the solid bottom contains narrow slots. This is
incorporated in terms of mass flux and free surface elevation in order to conserve mass in the
presence of slots. The model includes bottom friction, energy dissipation to account for the wave
breaking and a subgrid turbulence scheme too. The bottom friction is modeled by the use of the
quadratic law with bottom friction coefficient. The subgrid turbulence is modeled in terms of
Smagorinsky-subgrid turbulent mixing type to account for the effect of the underlying current
field. The energy dissipation due to wave breaking in shallow water is treated by the use of
momentum mixing terms. The associated eddy viscosity is essentially proportional to the
gradient of the horizontal velocity, which is strongly localized on the front face of the breaking
wave.
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FUNWAVE-TVD is an extension of FUNWAVE, formulated in both Cartesian coordinates
(Shi et al., 2012) and in spherical coordinates with Coriolis effects (Kirby et al., 2009; 2012) for
application to ocean basin scale problems. This new model uses a hybrid finite-volume and
FDM-MUSCL-TVD scheme. As in FUNWAVE, improved linear dispersive properties are
achieved, up to the deep water limit, by expressing the BM equations in terms of the horizontal
velocity vector at 0.531 times the local depth, as in Nwogu (1993). Additionally, wave breaking
is more accurately modeled by switching from the Boussinesq equations to the NSWE, when the
local height to depth ratio exceeds 0.8. FUNWAVE-TVD's latest implementation is fully
parallelized using MPI-FORTRAN, for efficient use on distributed memory clusters. One-way
grid nesting was implemented to allow for grid refinement near tsunami sources and near the
coast. This latest version was used for running the tsunami benchmarks.

FUNWAVE-TVD has been used to model landslide or co-seismic tsunamis. A pre-processor
allows the user to specify the initial tsunami source condition in terms of a hot start, either from
the underwater landslide (slides or slumps) solution of Grilli et al. (2002), Grilli and Watts
(2005) and Watts et al. (2005), or for co-seismic tsunamis based on the standard Okada (1985)
solution. More recently, both landslide and co-seismic tsunamis have also been dynamically
generated (as a space and time-varying bottom boundary condition), using the non-hydrostatic,
sigma coordinate model NHWAVE (Ma et al., 2012), whose solution is then interpolated into
FUNWAVE’s Cartesian or spherical grid.

1.4.5 GeoClaw model

The GeoClaw model is based on the NSWESs and uses a finite volume method on adaptively
refined rectangular grids (Cartesian or lat-long). The method exactly conserves mass (except
near the shoreline when refining or de-refining grids) and conserves momentum over a flat
bottom. This method is based on Godunov's method: at each cell interface a one-dimensional
Riemann problem is solved normal to the edge, which reduces to a one-dimensional shallow
water model with piecewise constant initial data, with left and right values given by the cell
averages on each side. The jump in bathymetry between the cells is incorporated into the
Riemann solution in a manner that makes the method “well balanced": the steady state of the
ocean at rest is exactly maintained. The shoreline is handled by allowing dry cells to have depth
0 and to dynamically change between wet and dry. The method is second order accurate in
smooth regions but nonlinear limiters are used to create “shock-capturing” methods (LeVeque,
2002) that maintain sharp non-oscillatory solutions and non-negative depth even in the nonlinear
regime. The method is stable to Courant number 1 and very robust. The Manning friction term is
incorporated using a fractional step method.

Adaptive mesh refinement to several nested levels is allowed, with arbitrary refinement
ratios at each level. Refinement is done by flagging cells for refinement (based on wave height
and specification of the areas of interest). The flagged cells at each level are clustered into
rectangular patches for refinement to the next level, as described in detail in Berger and LeVeque
(1998). The high-resolution methods and adaptive refinement algorithms have been extensively
tested in the Clawpack software that has been in development since 1994. GeoClaw includes
special techniques to deal with bathymetry data, well-balancing, and wetting/drying, and is an
outgrowth of the TsunamiClaw software developed in George (2006). The algorithms and
software are described in more detail in Berger et al. (2011) and LeVeque et al. (2011).
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For modeling earthquake-generated tsunamis, the co-seismic seafloor motion is modeled by
adjusting the bathymetry dynamically each time step. An Okada (1985) model can be used to
translate fault models to seafloor motion. For modeling landslide-generated tsunamis, the
seafloor motion is modeled by adjusting the bathymetry dynamically each time step. The
landslide motion is generally computed first, and GeoClaw has been used with a Savage-Hutter
model to simulate the motion of the landslide itself, in current work by Ph.D. student Jihwan
Kim. This has been compared with two-layer fully coupled models and found adequate for
landslides in sufficiently deep water.

The main code is written in Fortran, with a Python user interface and plotting modules. All
of the code is open source, hosted at https:/github.com/organizations/clawpack. Additional
documentation is available at http://www.clawpack.org/geoclaw.

1.4.6  Method Of Splitting Tsunamis (MOST)

The MOST model simulates propagation and runup of gravity waves according to depth-
integrated NSWESs. The algorithm is based on the method of fractional steps which reduces the
2-D problem to a 1-D problem in each direction. To progress the solution through a time step,
two 1-D problems are solved sequentially. Each 1-D problem is formulated in terms of Riemann
invariants. MOST's computational algorithm uses a forward difference scheme in time and
centered differences for spatial derivatives (Titov and Synolakis, 1998; Burwell et al., 2007).
Friction is represented by a Manning term. The model operates on structured grids given in
Cartesian or spherical coordinates. The algorithm is coded in Fortran 95 and parallelized using
OpenMP.

MOST's inundation algorithm is a 1-D algorithm that uses horizontal projection of the water
level in the last wet node onto the beach to move the instantaneous shoreline position (Titov and
Synolakis, 1995). The simulation can be initiated given initial seafloor deformation or by
providing lateral boundary conditions. The latter facilitates grid nesting with one-way coupling.

The operational version of the MOST model determines source parameters for the tsunami
wave itself by incorporating observations into forecast methodology. Just as hurricane forecasts
rely on observations (radar, aircraft, satellite, ocean systems) to forecast the path of a hurricane
following generation, the operational forecast relies on deep-ocean bottom pressure observations
of the tsunami waves after generation. The specific operational procedure is hard-coded for a
three-nested-grid configuration forced through the boundary of the outer grid. The boundary
input is supplied by the database of an ocean-wide 24-hour-long simulation of tsunami wave
propagation, for numerous tsunamis generated by hypothetical My, 7.5 earthquakes covering
worldwide subduction zones (Gica et al., 2008). These data sets are linearly combined to imitate
an arbitrary tsunami scenario in the deep ocean. Access to the operational version is offered via
internet-enabled interface (ComMIT), which allows for the selection of model input data, use of
shared databases, display of model output through a graphical user interface (GUI), and sharing
simulation results.

1.4.7 Non-hydrostatic Evolution of Ocean WAVEs (NEOWAVE)

The Non-hydrostatic Evolution of Ocean WAVEs (NEOWAVE) model is a shock-
capturing, dispersive model in a spherical coordinate system for basin-wide evolution and coastal
runup of tsunamis using two-way nested computational grids (Yamazaki et al., 2011). This
depth-integrated model describes dispersive waves through the non-hydrostatic pressure and
vertical velocity (Stelling and Zijlema, 2003, and Yamazaki et al., 2009). The vertical velocity
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term also facilitates modeling of tsunami generation from seafloor deformation to account for the
time-sequence of the earthquake rupture process (Yamazaki et al., 2011). The semi-implicit,
staggered finite difference model captures flow discontinuities associated with bores or hydraulic
jumps through the momentum conserved advection (MCA) scheme, which embeds the upwind
flux approximation of Mader (1988) in the shock-capturing scheme of Stelling and Duinmeijer
(2003).

NEOWAVE builds on the nonlinear shallow-water model of Kowalik et al. (2005) with the
non-hydrostatic terms and the momentum-conserved advection scheme (Yamazaki et al., 2009).
The grid refinement scheme is implemented in the model to capture tsunami physics in adequate
grid resolution. To ensure propagation of dispersive waves and discontinuities across
computational grids of different resolution, a two-way grid-nesting scheme utilizes the Dirichlet
condition of the non-hydrostatic pressure and both the horizontal velocity and surface elevation
at the inter-grid boundary (Yamazaki et al., 2011). The present model tracks the wet/dry
interface using the approach based on Kowalik and Murty (1993a) to compute the runup and
inundation. The wet/dry interface is predicted by horizontal projection of sea level at the adjacent
wet cell, and obtained through integration of the momentum and continuity equations (Yamazaki
et al., 2009).

1.4.8 Semi-implicit Eulerian-Lagrangian Finite Elements (SELFE)

The tsunami propagation and inundation model SELFE (Zhang and Baptista, 2008a) was
envisioned at its inception to be an open source, community supported, 3-D hydrodynamic/
hydraulic model. Originally developed to address the challenging 3-D baroclinic circulation in
the Columba River estuary, the SELFE model has since been adopted by 100+ groups (most
recent web count) around the world. It has evolved into a comprehensive modeling system
encompassing such physical/biology processes as general circulation, tsunami and hurricane
storm surge inundation, ecology and water quality, sediment transport, wave—current interaction
and oil spill. A central web site dedicated to this model, http:/www.stccmop.org/
CORIE/modeling/selfe/, is maintained, along with a user mailing list and mail archive system,
and an annual user group meeting has been organized since 2004, along with online training
courses which are occasionally conducted for users.

SELFE combines numerical accuracy with efficiency and robustness. It is based on the 3-D
NSWEs. The time stepping in SELFE is done semi-implicitly for the momentum and continuity
equations, and together with the Eulerian-Lagrangian method for the treatment of the advection,
the stringent CFL stability condition is bypassed. The use of unstructured grids in the horizontal
dimension further enhances the model efficiency and flexibility due to their superior capability in
fitting complex coastal boundary and resolving bathymetric and topographic features as well
coastal structures. The model can be configured in multiple ways (e.g., hydrostatic or non-
hydrostatic options, etc.), but in tsunami applications the 2-D depth-averaged hydrostatic
configuration is typically applied for maximum efficiency. Since 2007, all components of the
SELFE modeling system have been fully parallelized using domain decomposition and Message
passing Protocol (MPI). The inundation algorithm in SELFE uses a simple iterative procedure to
capture the moving shoreline (Zhang and Baptista, 2008b).

The model has been successfully applied in the recent simulation of the impact of the 1964
Alaska event on the US west coast (Zhang et al., 2011), and in the study of paleo-tsunamis near
an Oregon town (Priest et al., 2010; Witter et al., 2011).
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1.4.9 THETIS

THETIS is a multi-fluid Navier-Stokes (NS) solver developed by the TREFLE CNRS
laboratory at the University of Bordeaux I. It is a multipurpose CFD code, freely available to
researchers (http://thetis.enscbp.fr) and fully parallelized. For tsunami modeling, THETIS has
been applied to tsunami generated by subaerial landslides (Abadie et al., 2010). In this case, the
model solves the incompressible NS equations for water, air and the slide. Basically, at any time,
the computational domain is considered as being filled by one “equivalent” fluid, whose physical
properties (namely density and viscosity) vary with space. Subgrid turbulent dissipation is
modeled based on a Large Eddy Simulation approach, using a mixed scale subgrid model (Lubin
et al., 2006). The governing equations (i.e., conservation of mass and momentum) are discretized
on a fixed mesh, which may be Cartesian, cylindrical or curvilinear, using the finite volume
method. These governing equations are exact, except for interfacial meshes, where momentum
fluxes are only approximated, due to the presence of several fluids. NS equations are solved
using a two-step projection method. Fluid-fluid interfaces are tracked using the VOF method.
For most flows, the PLIC algorithm (e.g., Abadie et al., 1998) allows ensuring an accurate
tracking while keeping the interface discontinuous. However, for very violent flows with fast
droplet ejection, the PLIC method may cause divergence of the projection algorithm. In such
cases, the interface is smoothed either by allowing a slight diffusion process, after each PLIC
iteration, or by using a TVD scheme solving Eulerian advection equations for the interfaces.

THETIS has been extensively validated for many theoretical and experimental flow cases.
Hence, each new version of THETIS has to successfully solve more than 50 validation cases
within a certain expected accuracy, before being released.

1.4.10 Tsunami Solution Using Navier-Stokes Algorithm with Multiple Interfaces
(TSUNAMI3D)

The TSUNAMI3D model was developed by the University of Alaska Fairbanks (Horrillo,
2006) and Texas A&M University at Galveston (TAMUG). The TSUNAMI3D code solves
transient fluid flows with free surface boundaries, based on the concept of the fractional VOF.
The code uses an Eulerian mesh of rectangular cells having variable sizes. The fluid equations
solved are the FDM approximation of the Navier-Stokes and the continuity equations. The basic
mode of operation is for single fluid calculation having multiple free surfaces. However,
TSUNAMI3D can also be used for calculations involving two fluids separated by a sharp or non-
sharp (diffusive) interface, for instance, water and mud. In either case, the fluids may be treated
as incompressible. Internal obstacles or topography are defined by blocking out fully or partially
any desired combination of cells in the mesh.

The code is based on the developments originated in Los Alamos National Laboratory
(LANL) during the 1970s, Hirt and Nichols (1981). In particular, the VOF algorithm for tracking
the movement of a free surface interface between two fluids or fluid-void has been simplified
specifically for the 3-D mode of operation, to account for the horizontal distortion of the
computational cells with respect to the vertical scale that is proper in the construction of efficient
3-D grids for tsunami calculations. In addition, the pressure term has been split into two
components, hydrostatic and non-hydrostatic. The splitting of the pressure term facilitates the
hydrostatic solution by merely switching off the non-hydrostatic pressure term. Therefore,
TSUNAMI3D can be used to separate non-hydrostatic effects from the full solution while
keeping the 3-D structure. The TSUNAMI3D model is suitable for complex tsunami generation
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because it has the capability to consider moving or deformable objects, subaerial/subsea
landslide sources, soil rheology, and complex vertical or lateral bottom deformation.

1.5 Benchmark tests

As per NTHMP rules, it is mandatory that all numerical models used in inundation mapping
be validated and verified by 2012. Although not required, the same should apply to models used
in tsunami warning or emergency planning. This is best done by subjecting each model to a
series of benchmark tests commonly accepted by the community. The three usual categories of
reference data used for defining benchmark tests for tsunami numerical model validation and
verification are: (i) analytical solutions; (ii) laboratory experiments; and (iii) field measurements.
Various benchmark tests defined in these categories test some features, but not all, of the tsunami
models. For instance, some benchmark tests are focused on validating and verifying model
simulations of co-seismic tsunamis sources, while others are developed for landslide sources.
Similarly, some analytic solutions solve NSWEs, which do not feature dispersion and hence do
not include the more complete physics included in Boussinesq, non-hydrostatic, or NS models.

The validation of numerical models is a continuous process. Even proven numerical models
must be subjected to additional testing as new knowledge/methods or better data are obtained.
New benchmark tests must also be defined to address new tsunami source characteristics or
complex coastal impact. Therefore all existing NTHMP numerical models, according to their
capability, have to be tested regularly against a selected set of benchmark tests, for validation
and verification. The official suite of benchmark tests was originally assembled based on the
recommendations of Synolakis et al. (2007). This official set of benchmark tests has its origin in
past tsunami model validation workshops that were organized to verify the performance of
tsunami models according to the state of knowledge and new data obtained from recent tsunamis
at the time, see Table 1-4. These were the 1995 Long-Wave Run-up Models Workshop held in
Friday Harbor, Washington and the 2004 Workshop held in Catalina Island, California. A short
description of each of the benchmark tests with their main intent can be found in Synolakis et al.
(2007), and the complete suite of benchmark tests and related data are available at
http://nctr.pmel.noaa.gov/benchmark/ and at the University of Washington (UW) Wiki,
http://depts.washington.edu/clawpack/links/noaa-tsunami-benchmarks/.
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Table 1-4: Current benchmark tests for model verification and validation
Benchmark .
Test Category Description
BP1* ‘ Single Wave on a Simple Beach
BP2 Analytlcal Solitary Wave on a Composite Beach
Solution
BP3 Sub-aerial Landslide on Simple Beach (2-D Landslide)
BP4* Solitary Wave on a Simple Beach
BP5 Solitary Wave on a Composite Beach
« . .
BP6 Laboratory Solitary Wave on a Conical Island
Experiment Tsunami Runup onto a Complex Three-Dimensional Beach.
BP7 p :
Monai Valley
Tsunami Generation and Runup Due to Three-Dimensional
BP8 .
Landslide
BP9* Field Okushiri Island Tsunami
BP10 Measurements | Rat Island Tsunami

* Benchmark test used for NTHMP's model comparison

During the detailed analysis of modeling results during the 2011 NTHMP workshop, it
became apparent that some of the analytical benchmarks were formulated under certain
conditions (i.e., to solve certain classes of equations such as NSWE) that prohibit the direct use

of the

derived analytical solution for accurate benchmarking of some tsunami models. For

example:

BP3 proposes to test the generation and propagation of the sub-aerial landslide-generated
tsunami against an analytical solution that is obtained using overly simplified governing
equations [i.e., linear shallow water (LSW) that do not feature dispersion]. In addition,
the sliding mass in this problem is not conservative (the mass changes with time). During
the workshop closing session, it was suggested that this benchmark be replaced in the
future by a benchmark test that is similar in nature but presenting more realistic physics.

BP5 (Solitary Wave in a Composite Beach) earned a similar recommendation from the
workshop participants. This benchmark tests numerical models in extreme conditions that
are not typical for geophysical tsunamis and can produce incongruent numerical results,
e.g., the so-called "splash-type" runup at the vertical wall.

BP8 (Tsunami Generation and Runup Due to Three-Dimensional Landslide) can only be
realistically solved using a full 3-D Navier-Stokes model, which is not one of the
preferred approximations used in most tsunami numerical models (e.g., NSWEs or
Boussinesq). Models using NSWE approximation show numerical instabilities in this
case that are due to a shock formation at the edge of the triangular wedge of sliding
material. It is still unknown whether a Boussinesq approximation would help eliminate
the shock formation and produce a good agreement with laboratory measurements.
Therefore, it was suggested that this benchmark be replaced by one that can be applied to
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a broader spectrum of numerical models or approximations, by changing the geometry of
the sliding material.

Although each presented model was tested against nearly every benchmark test listed in
Synolakis et al. (2007), for the sake of brevity, only a few benchmark tests have been selected for
doing both the NTHMP model verification and a cross-model comparison. These are the
benchmark tests which are the most applicable to testing geophysical tsunamis in realistic
conditions: BP1, BP4, BP6 and BP9 (see Table 1-4). Following is a brief description of each of
these tests.

1.5.1 BPI analytical: Solitary wave on a simple beach

In this test, the bathymetry consists of a channel of constant depth d, connected to a plane
sloping beach of angle £ =cot™'(19.85)=2.88". A sketch (with distorted scale) of the canonical
beach is displayed in Figure 1-1. The x coordinate increases monotonically seaward, x = 0 is
the initial shore location, and the toe of the beach is located at x = X, = Ecot( ) . The wave of
height H is initially centered at x = X, at #=0. This benchmark test is focused on modeling

the runup of an incident non-breaking solitary wave such that H = H /d = 0.0185 . H is the
dimensionless wave height. The initial wave profile is given by,

1n(x,0) = Hsech 2(7/(x -X, ))

Where y =+/3H /4. The initial wave-particle velocity in the numerical experiments is set,
following Titov and Synolakis (1995) as:

u(x,0) = —/g/d n(x,0)
The recommended procedure is to set a non-reflective boundary condition at the left side of the
computational domain and then check that the computed non-dimensional variables such as n/d,

u/+/ gd do not depend on the value of d.

To perform this benchmark, it is necessary to compare numerically and analytically
computed water level profiles at certain times, and then to compare the numerically and
analytically computed water level dynamics at two locations along the beach during propagation
and reflection of the wave. The analytical solution is derived based on NSWEs. All other
requirements to satisfy BP1 can be found at https://github.com/rjleveque/nthmp-benchmark-

problems.
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Figure 1-1: Definition Sketch for Canonical Bathymetry, i.e., Sloping Beach Connected to a Constant-
depth Region.

1.5.2 BP4 laboratory experiment: Solitary wave on a simple beach

This benchmark is the laboratory experiment counterpart of BP1 and requires comparison of
the model solution to laboratory measurements collected during experiments in a 32-meter long
wave tank at the California Institute of Technology. The geometry of the tank and laboratory
equipment used to generate long-waves is described by Hammack (1972), Goring (1978) and
Synolakis (1986).

More than 40 experiments with solitary waves of varying heights were performed

(Synolakis, 1986). The height-to-depth ratio H = H/d in these experiments ranged from 0.021
to 0.626. The water level profiles at several times were measured for waves with H# = 0.0185 ,
H =0.045, and H =0.3. According to observations, the solitary wave breaking occurs when
H >0.045. The wave with H =0.0185 did not break in the laboratory experiments,
simulating a realistic tsunami, and hence this case is used to compare numerical results to
laboratory data in this study. The initial and boundary conditions for this benchmark test are

exactly the same as in the case of BP1. The choice for d is somewhat arbitrary, but the depth
used in the laboratory experiments was approximately 0.3 m.

To perform this BP, it is first necessary to compare numerically computed water surface
profiles to the laboratory data in the case of H = 0.0185 at certain given times. In addition, it is
required to compare numerical model results and laboratory data in the case of H = 0.3 which
corresponds to a breaking wave. All others requirements to satisfy BP4 can be found at
https://github.com/rjleveque/nthmp-benchmark-problems.

1.5.3 BPG6 laboratory experiment: Solitary wave on a conical island

To validate tsunami propagation models for a 3-D case, Synolakis et al. (2007) proposed the
use of a laboratory experiment developed to study the inundation of Babi Island by the
December 12, 1992 tsunami (Yeh et al., 1994). The tsunami attacked this conically shaped island
from the north, but an extremely high inundation was observed in the south. A model of the
conical island was constructed in a wave tank at the US Army Engineer Waterways
Experimental Station (Briggs et al., 1995).
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(12.96, 13.80)

Figure 1-2: Basin Geometry, coordinate system and location of gauges. Solid lines represent
approximate basin and wavemaker surfaces. Circles along walls and dashed lines represent wave
absorbing material. Note the gaps of approximately 0.38 m between each end of the wavemaker and
the adjacent wall. (Figure courtesy of Frank Gonzalez.)

Figure 1-2 was developed based on personal communications with Mike Briggs. The basin
wall dimensions were 29.3 x 30 m. An absorbing material was installed to define a smaller, 25 x
28.2 m wave basin. The absorbing material used was synthetic horsehair about 2 inches thick,
rolled into cylinders approximately 0.9 m in diameter, and characterized by a reflection
coefficient that varied somewhat with wave frequency, but was of the order of 12%. The length
of the wavemaker was 27.4 m. A few differences between Figure 1-2 and previously published
figures of the wave basin stem primarily from the fact that (a) the wavemaker face extended
about 2 m into the wave basin and (b) a gap of approximately 0.38 m was present between each
end of the wavemaker and the bottom and top walls.
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The island had the shape of a truncated, right circular cone with diameters of 7.2 m at the toe
and 2.2 m at the crest. The vertical height of the island was approximately 0.625 m, with 1V on
4H beach face (i.e., f = 14°). The water depth was set at 0.32 m in the basin. The interested
reader is referred to

http://chl.erdc.usace.army.mil/chl.aspx?p=s&a=Projects:35 or
http://nctr.pmel.noaa.gov/benchmark/I aboratory/Laboratory_Conicallsland/index.html

for detailed descriptions of laboratory experiments and data files. All requirements to satisfy this
benchmark test can be found at https://github.com/rjleveque/nthmp-benchmark-problems.

To perform this benchmark, it is necessary to demonstrate that two modeled wave fronts
split in front of the island and collide behind it (as edge waves), while comparing computed
water level and runup with the laboratory data at gauges.

1.5.4 BP9 field measurements: Okushiri Island Tsunami

On July 12, 1993, the M, 7.8 Hokkaido-Nansei-Oki earthquake generated a tsunami that
severely inundated coastal areas in northern Japan. Most of the damage was concentrated around
Okushiri Island located west of Hokkaido. The tsunami runup around Okushiri Island was
measured by the Hokkaido Tsunami Survey Group (1993), which reported up to 31.7 m runup
near Monai village. The detailed runup measurements, together with high-resolution bathymetric
surveys, done before and after the earthquake, allow for testing of numerical methods and
validation of the shallow water approximation to simulate real tsunamis.

One of the difficulties in modeling a geophysical tsunami lies in specifying the initial
conditions of the water surface displacement and velocities. In the absence of detailed earthquake
models, the deformation in the Earth’s crust is commonly computed by analytical formulae
(Okada, 1985), which assumes a simple dislocation along an inclined plane in a homogeneous
infinite half space. Owing to the near incompressibility of water and small rise times, the initial
water surface displacement is typically set equal to the crustal surface displacement, while the
initial water velocity is assumed to be zero. In the case of the Hokkaido-Nansei-Oki earthquake,
several earth crustal deformation models were proposed. The interested reader is referred to a list
of the deformation models for this earthquake in Yeh et al. (1996).

The original Kansai University bathymetry/topography Digital Elevation Models (DEMs)
and the tectonic source were developed for the 1995 Friday Harbor Long Wave Runup Model
workshop (Takahashi, 1996), and are available at the NOAA/PMEL Okushiri Benchmark test
website http://nctr.pmel.noaa.gov/benchmark/Field/Field Okushiri/index.html. Unfortunately,
the developed Digital Elevation Models suffer from the apparent addition of rows and columns
of so-called “ghost cells” to accommodate requirements of certain numerical models, and from
significant horizontal and vertical misalignments of neighboring or embedded grids. The nesting
between the Digital Elevation Models was attempted to be restored by finding an optimal
alignment of the bathymetry/topography contours across boundaries of the fine-coarse grid.
Despite all efforts, the final set of Digital Elevation Models still suffers from a lateral shift, due
to conversion errors between the old Tokyo Datum and WGS84 datum.

To perform BP9, it is necessary to compute water level dynamics at Iwanai and Esashi tide
gauges on Hokkaido Island, Figure 1-3-a; and the runup distribution around Okushiri Island at
the regions enumerated in Figure 1-3-b. Other requirements to satisfy this benchmark test as well
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as recommendations for potential improvements can be found at https://github.com/rjleveque/
nthmp-benchmark-problems.
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Figure 1-3: a) Tide gauge locations at lwanai and Esashi. b) Maximum runup measurements around
Okushiri Island. Numbers in red indicate regions to determine maximum runup. (Figure courtesy of
Yoshiki Yamazaki).
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1.6 Workshop section summary

The workshop comprised two parts. The first part was devoted to presentations by individual
modelers of their benchmarking results, with each presentation followed by a general discussion
with the NTHMP Mapping and Modeling Subcommittee members in attendance. The second
part was focused entirely on crafting recommendations to the NTHMP Coordinating Committee,
to critiquing model results, and setting goals to consolidate the validation process.

Most of the workshop attendees presented their model results for the existing benchmark
tests, as defined in the report OAR-PMEL-135 (Synolakis et al., 2007). In view of the presented
results, it became clear that some of these benchmark tests were not well enough defined and that
others were missing supporting data, or at least some of the data were difficult to locate. The
relevance of current benchmarks, how to conduct the required peer review of models and
benchmarking results, how to develop “pass/fail” criteria for the benchmarks, and how to submit
model results, were additional discussion topics. Several long-term recommendations for
proposal to the NTHMP were identified as the result of these discussions. The long-term
recommendations, along with short-term recommendations of note are summarized in the next
section.

An additional topic focused on what mechanism should be employed for future validation of
models. In general, future models may be verified by comparison with models having already
passed benchmarking. A presentation of results showing new comparisons should be made to the
Mapping and Modeling Subcommittee in order for newly tested models to be considered verified
or validated.

1.7 Recommendations

Discussions that occurred during the NTHMP Model Benchmarking workshop led to a
series of both short- and long-term recommendations. These are presented here for further
consideration.

1.7.1 Short-term recommendations

1. Benchmarks shall include analytical, laboratory experiment, and field measurements
benchmark tests.

2. Existing benchmark tests in OAR-PMEL-135 will be retained with the exception of
BP3, to be replaced by laboratory experiments performed for an underwater rigid
slide with Gaussian shape (Enet and Grilli, 2007) and BPS8 (3-D slide), which will be
replaced with a more carefully documented challenge problem. Case A in BP6, case
B in BP4, as well as cases B and C in BP5, will be optional.

3. The UW github site (https://github.com/rjleveque/nthmp-benchmark-problems) will
be the temporary repository for benchmark tests and model results.

4. A pass / fail criterion will be developed by consensus of NTHMP-MMS members, in
consultation with state modelers, prior to reviewing model results deposited on the
“results” directory of the UW github site.

1.7.2  Long-term recommendations

1. Establish and maintain a benchmark test repository, perhaps under NTHMP, NGDC
or PMEL. This will require a partially funded position. Material accumulated on the
UW site will eventually be transferred to the repository.
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2. Conduct periodic reviews of current benchmarks with consideration of new proposed
benchmarks.

3. Adopt additional BPs proposed for future use including: new field BPs for Samoa
2009, Chile 2010, Japan 2011; a sub-aerial slide laboratory BP; two submarine slide
lab benchmark tests; a submarine slide field benchmark test (such as the PNG event
proposed by Stephan Grilli); a seiche laboratory benchmark test (proposed by
Aggeliki Barberopoulou); an analytical seiche benchmark test (proposed by Bill
Knight); a grid alignment sensitivity benchmark test such as that briefly described in
the GeoClaw Results Report and documented in Berger et al., 2011 (proposed by UW
GeoClaw Tsunami Modeling Group). A proposal was made to create a folder on the
UW repository to collect this information on new benchmark tests.

4. Provide financial support to develop and incorporate new, standardized Digital
Elevation Models for the field benchmark tests; this is critical to the quality and
credibility of benchmark test simulation results.

5. Provide modest financial support to individuals that agree to develop the necessary
information and database for each benchmark test; this is sorely needed to improve
the quality of these important resources and to minimize the time-consuming
difficulties that beset modelers that attempt these benchmark tests.

6. Continue use of existing benchmarks for the immediate future, although cases well
outside the shallow-water approximation should be omitted.

7. Immediately replace BP3 and BP8 (sub-aerial landslide on a simple beach, and 3-D
slide) with similar, but more carefully documented and comprehensive, benchmark
tests.

8. As agreed to in earlier MMS meeting discussions, models may be validated for either
co-seismic or slide sources (or both). Slide source validation specifically requires
passing the slide benchmarks. (NOTE: In the separate landslide workshop that
followed the NTHMP benchmarking workshop in Galveston, there were some
discussions about using justifiable initial conditions for a landslide source with
validated, generic wave propagation models as an alternative for the completion of
the slide benchmarks.)

1.8 Proposed benchmark tests and lessons learned
1.8.1 Proposed benchmark tests

1.8.1.1 Analytical: Convergence studies
By: Frank Gonzalez et al.

The one-dimensional test problems currently involve exact solutions that are themselves
difficult to calculate numerically, e.g. requiring numerical quadrature of Bessel functions. It is
very useful that tabulated values of these solutions have been provided. However, rather than
using limited tests for which such “exact” solutions are known, it might be preferable to carefully
test a 1-D numerical model and show that it converges, and then use this with very fine grids to
generate reference solutions. Fully converged solutions could be provided in tabulated form as
well and could be as accurate as needed for a given class of equations. It would then be possible
to generate a much wider variety of test problems. In particular, more realistic bathymetry could
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be used, for example on the scale of the ocean, a continental shelf and beach, rather than
modeling only a beach.

1.8.1.2  Analytical: Sloshing in a parabolic basin
By: Dmitry Nicolsky et al., Bill Knight, and Frank Gonzélez et al.

We propose to test the model against the analytical solution in the cases of frictionless water
flow in 2-D parabolic basins that can model fjord-type settings typical for the Alaska coast. The
analytical solution to this problem is described as nonlinear normal mode oscillations of water
(Thacker, 1981). This is a good test of wetting and drying as well as conservation. See Gallardo
et al. (2007) and the test problem in GeoClaw: http:/www.clawpack.org/clawpack-4.x/apps/
tsunami/bowl-slosh/README.html.

1.8.1.3 Analytical: Symmetry preservation and grid alignment sensitivity studies
By: Frank Gonzalez et al.

High-accuracy one-dimensional reference solutions can also be used to test a full two
dimensional code, by creating bathymetry that varies in only one direction at some angle to the
two-dimensional grid. A plane wave approaching such a planar beach would ideally remain one-
dimensional, but at an angle to the grid this would test the two-dimensional inundation
algorithms.

This idea can be extended to consider radially symmetric problems, such as a radially
symmetric ocean with a Gaussian initial perturbation at the center. The waves generated should
reach the shore at the same time in all directions, but the shore will be at different angles to the
grid in different locations and it is valuable to compare the accuracy in different locations. The
two-dimensional equations can be reformulated as a one-dimensional equation in the radial
direction (with geometric source terms) and a very fine grid solution to this problem can be used
as a reference solution. Features could also be added at one point along the shore and this
location rotated to test the ability of the code to give orientation-independent results. Some
GeoClaw results of this nature are presented in Berger et al. (2011) and LeVeque et al. (2011).

1.8.1.4 Analytical: Test for tolerance to depth discontinuities
By: Elena Tolkova

The appropriateness of representing differential equations with various difference schemes
is based on the assumption that the physical variables do not change significantly within the
sampling intervals in space and time. However, in tsunami propagation applications, the ocean
depth supplied by Digital Elevation Models can undergo large changes between neighboring
nodes. The suggested exercise aims to verify the correct operation of the tsunami model in the
basin with abrupt depth changes.

1.8.1.5 Laboratory Experiment: Solitary wave over 2-D reef system
By: Volker Roeber and Kwok Fai Cheung

We conducted two series of laboratory experiments at Oregon State University in 2007 and
2009 that included 198 tests with 10 two-dimensional reef configurations at a range of water
depths. Each test included a series of incident solitary wave heights. These test cases are a logical
extension of the current benchmark for validation of inundation models. Though the laboratory
experiments focus on shock-related hydraulic processes such as wave breaking and bore
formation, the collected data allow examination of shoaling, reflection, wave breaking, and
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swashing dynamics. We propose the results from one of the test configurations with H/d = 0.3 as
a future NTHMP benchmark test and provide a detailed description of hydraulic processes with
additional data from BOSZ.

1.8.1.6 Laboratory Experiment: Solitary wave over 3-D reef system
By: Volker Roeber and Kwok Fai Cheung

The National Science Foundation funded a workshop and a benchmarking exercise for
inundation models at Oregon State University in 2009. The organizer provided two benchmark
test cases with data from laboratory experiments at the Tsunami Wave Basin. Swigler and Lynett
(2011) provided a detailed description of the experiments, instrumentation, and data post-
processing. These test cases, which involve wave transformation over three-dimensional reef
configurations, are logical extensions of the two-dimensional reef experiments from Roeber
(2010). The laboratory data allow validation of models in handling dispersion and flux-
dominated processes simultaneously.

1.8.1.7 Laboratory Experiment: Shoaling waves and runup along a wide continental shelf
By: Dmitry Nicolsky

It is noted in BP6 that the distance between the wave-maker and island is short and the wave
dispersion effect does not have enough time to modify the wave and thus the runup of non-
hydrostatic and hydrostatic models are more or less the same. A new benchmark test should be
similar in nature to BP3, where the vertical wall is replaced by a sloping beach. The focus of this
benchmark test will be on modeling propagation and shoaling of the wave across the continental
shape and its runup at the beach.

1.8.1.8 Laboratory Experiment: The saucer slide
By: F. Enet and S. Grilli

Experiments were performed in the 3.7 m wide, 1.8 m deep, and 30 m long wave tank of the
Ocean Engineering Department at the University of Rhode Island, Grilli and Watts (2001) and
Grilli et al. (2002). The experimental setup was designed to be as simple as possible to build,
while allowing one to illustrate and quantify the key physical phenomena occurring during
landslide tsunami generation. In each experiment, a smooth and streamlined rigid body slides
down a plane slope, starting from different initial submergence depths, and generates surface
waves. Different conditions of wave nonlinearity and dispersion are generated by varying the
model slide initial submergence depth. Surface elevations are measured with capacitance gauges.
Runup is measured at the tank axis using a video camera. Landslide acceleration is measured
with a micro accelerometer embedded within the model slide, and its time of passage is further
recorded at three locations down the slope. The repeatability of experiments is very good.
Landslide kinematics is inferred from these measurements and an analytic law of motion is
derived, based on which the slide added mass and drag coefficients are computed. Characteristic
distance and time of slide motion, as well as a characteristic tsunami wavelength, are parameters
derived from these analyses. Measured wave elevations yield characteristic tsunami amplitudes,
which are found to be well predicted by empirical equations derived in earlier work, based on
two-dimensional numerical computations. The strongly dispersive nature and directionality of
tsunamis generated by underwater landslides is confirmed by wave measurements at gauges.
Measured coastal runup is analyzed and found to correlate well with initial slide submergence
depth or characteristic tsunami amplitude.
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1.8.1.9 Field Measurements: The 1964 Alaska tsunami
By: Joseph Zhang

The March 28, 1964 Prince William Sound (Alaska) earthquake produced a mega
transoceanic tsunami that represented the largest tsunami that impacted the US and Canadian
west coast on record. There is a wealth of field records for this event from tide gauges and
eyewitness reports. Therefore we have been using this event as a representative of remote
sources in our mitigation studies in Oregon.

1.8.1.10 Field Measurements: The Papua New Guinea (PNG) landslide-generated tsunami
By: Stephan Grilli

The tsunami that struck New Guinea on July 17, 1998 was the most devastating tsunami (in
terms of casualties) generated by a landslide. The high reported runups, source definition and
good runup data collected by tsunami survey teams makes this benchmark test a good candidate
for benchmarking.

1.8.1.11 Field Measurements: Tsunami propagation for the 2004 Indian Ocean Tsunami
By: Stephan Grilli et al.

The Mw 9.3 earthquake on 26 December, 2004, ruptured over 1200 km along the Andaman-
Sunda trench from Sumatra to the Nicobar and Andaman Islands, generating destructive tsunami
affecting the coastal communities throughout the Indian Ocean. The 2004 Indian Ocean tsunami
was recorded by satellite radar altimeters and many tide gauges. Three satellite radar altimeters,
TOPEX/Poseidon, Jason-1, and Envisat, recorded the 2004 Indian Ocean tsunami propagating in
deep water across the Indian Ocean and many nearshore tide gauges also measured the tsunami
signal, both in far- and near-field. These are valuable data to validate tsunami models for open
ocean propagation as well as for coastal impact.

1.8.1.12 Field Measurements: Propagation and runup for the 2009 South Pacific Tsunami
By: Yoshiki Yamazaki et al.

The South Pacific Tsunami on 29 September 2009 generated by Mw 8.1 earthquake south of
the Samoan Islands struck Tutuila Island, American Samoa. Tsunami was recorded at DART
buoys and Pago Pago Harbor at Tutuila. Tsunami arrived at mid tide and produced maximum
runup of 17.6 m with detrimental impact on Tutuila. Several field survey teams measured runup
and inundation around Tutuila. The high quality surface elevation data and runup/inundation
measurements with available high resolution DEM data from NOAA NGDC provide the field
benchmark to validate tsunami model to simulate propagation and runup.

1.8.1.13 Field Measurements: Tsunami induced currents for the 2006 Kuril, and 2010 Chile
tsunamis

By: Yoshiki Yamazaki et al.

The Mw 8.3 earthquake on 15 November 2006 at the Kuril Islands and the Mw 8.8
earthquake on February 27, 2010 in Chile generated tsunamis that reached the Hawaiian Islands.
Although Tsunami impacts due to these events were not severe along the Hawaii coastline, both
tsunamis caused rapid changes in water level and unusual currents around the Hawaiian Islands.
The Kilo Nalu Nearshore Reef Observatory located south of Oahu, Hawaii recorded clear signals
of the flow velocity and surface elevation associated with the 2006 Kuril and 2010 Chile
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tsunamis. Velocity measurements made during each of these tsunamis provide the opportunity to
validate a tsunami model’s capability to estimate tsunami induced currents for tsunamis arriving
at the Islands from different directions.

1.8.1.14 Field Measurements: Distant and near-field tsunami impacts for the 2011 Tohoku
Tsunamis

By: Many authors

The 2011 Tohoku earthquake of My, 9.0 generated a massive tsunami that devastated the
entire northeastern Japan coasts and damaged coastal infrastructure across the Pacific. The
extensive the dense geodetic instruments, the numerous water level stations, post-event surveys
across the Pacific provide the best quality datasets and coverage of any tsunami to date for model
validation.

1.8.2 Lessons learned

An analytical solution in BP3 is derived under certain circumstances that prohibit any direct
employment of the analytical solution in accurate benchmarking of the tsunami models.
Therefore, it is suggested that this benchmark should be replaced by a problem that is similar in
nature.

In BP8, the numerical results derived within the NSWE approximation show numerical
instabilities that are due to a shock formation at the edge of the triangular wedge modeling
sliding material. It is still unknown whether a Boussinesq approximation would help to eliminate
the shock formation and produce better agreement with the laboratory measurements. However,
3-D full Navier-Stokes solutions do fairly well at reproducing BP8's free surface time series and
runup. Anyway, we emphasize the rigid sliding block used in this benchmark test has an overly
simplified geometry to represent an actual landslide. Therefore, it is suggested that this
benchmark should be replaced by a problem with a more realistic geometry of the sliding
material.

In BP9, the computed runup around Okushiri Island is within the variability of field
observations. The computer simulation of the 1993 Okushiri tsunami captures the overland flow
at the cape Aonae, where the maximum destruction was reported. However, the local extreme
runup, e.g. in the narrow gully near the village of Monai, is sensitive to the near shore
interpolation of bathymetry and topography.

During the benchmarking exercise, one of the most taxing problems we encountered was
related to the incomplete information regarding field tests. We had to spend a considerable
amount of time gleaning files from various sources. For the field test (Okushiri, etc.) some
critical pieces of information (such as the horizontal datums of the Digital Elevation Models) are
still missing. Perhaps the most serious problem with field tests is uncertainty about the geometry
of the earthquake source. This issue causes serious errors in simulations for areas proximal to the
source (e.g., poor match of simulated runup on the east coast of Okushiri Island).

The set of benchmark tests proposed in OAR-PMEL-135 was found to be mostly
appropriate except for a few extreme cases (e.g., the larger wave breaking case C in the
composite beach case). The combination of analytical, lab and field tests adequately tests the
performance of models.

Going forward, we suggest that each model be validated by comparing it with recent well-
documented tsunami events, such as 2004 Indian Ocean, 2010 Chile, and 2011 Tohoku. These
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events have the advantage of being well documented in terms of witness accounts and a wealth
of observations (e.g., satellite imagery, amateur and professional videos, and DART® deep-
ocean bottom pressure) not previously captured on a wide scale. The synoptic look at these
events makes them suitable for tsunami propagation model validation.

1.9  Models comparison

1.9.1 Summary

As stated in the NTHMP Strategic Plan, all numerical models used by NTHMP program
partners for preparation of tsunami inundation and evacuation maps and associated products are
required to meet standard criteria by the end of 2012. Accordingly, the primary objective of the
NTHMP model benchmarking workshop held in Galveston, Texas in March 2012 was to ensure
that each candidate model successfully simulate a series of pre-defined and accepted tsunami
benchmark tests. Model results were compared against the relative reference solution for each
benchmark test (e.g. analytic solutions, lab experiment, and tsunami field data for the case of the
July 1993 Okushiri Island, Japan tsunami.) A subset of the benchmark tests listed in OAR-
PMEL-135 was selected as benchmark priorities (BP) to adequately test the performance of each
candidate NTHMP numerical model under the conditions of intended use. Results of each model
were compared under the same data format and error formulation. Note that although each
modeling group used benchmark tests in addition to those specified, the model comparisons
presented here are limited in scope to the tests specified as part of the subset. The benchmark test
priorities are as follows:

e Single wave on simple beach — analytical solution (BP1)
e Single wave on simple beach — laboratory experiment (BP4)
e Solitary wave on conical island — laboratory experiment (BP6)
e Okushiri Island — field measurements (BP9)
1.9.2  Error definition to measure model accuracy

To determine NTHMP models performance, three error formulae were selected and tailored
to each of the four benchmark tests. These are:

e The normalized Root Mean Square deviations

e The Relative Error for maximum wave height or runup

e The Relative Error for multiple runup values recorded in a specific region
These three errors are described below.

RMS: The normalized Root Mean Square deviations error is applied within a space segment
or time period to all observed data points. The error is defined as

) Y AR
é/e ax B é/emin "

m

(1

RMS =

The RMS is a frequently used measure of the differences between values predicted by a model (
¢,,) and values obtained/observed either from an analytical solution, laboratory experiments, or

field measurements. The obtained/observed values are assumed as the benchmark test reference
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data and hence assumed as true, although errors in their estimation are probable, especially for
laboratory experiment and field measurements where systematic errors might exit. The RMS is
normalized with respect to the magnitude between the maximum and minimum observed values,
i.e., wave height (£ e = ¢ . ), or the maximum wave amplitude or runup ¢ . The maximum

wave height usually corresponds to the first or second wave in a tsunami wave train, measured
from crest to trough and » is the number of observed points obtained within an arbitrary space
segment or time period. This RMS error is thus a time or space-dependent error, based on model
prediction, which are interpolated at the location/time of each observed point. Hence RMS error
is sensitive to phase lags in the predicted values and its main use is only to assess the accuracy of
the model in predicting the entire set of observed data (overall model performance).

MAX: To quantify each model’s predictive accuracy for the maximum wave amplitude or
runup regardless of the location where, or time this maximum occurs, the following formulation
is used to measure differences between maximum predicted (¢, ) and observed (&, ) values.

Corre " 6m

max max

Ce

max

MAX = 2)

Note that the expression used for MAX is a relative error based on the maximum magnitude of
the observed values.

ERR: Another error used to measure the model performance is the relative error for multiple
values that are collected in one specific location or region. This error is practically the same as
MAX but it has been defined to determine model accuracy in predicting runup against multiple
values that have been recorded by a tsunami survey team in a region with similar inundation
characteristics or geomorphology. The regional data set is reduced to three values, minimum,
maximum, and average, that represents the inundation at a specific location. The error is then
defined as:

0 If (c <{y,, 6o )
ERR — . min avg max (3)
minfabs (¢, —¢, ) abs(C, =, D abs(C, =, ] Otherwise
D

Where the denominator D is one of the following values [, ,{, ,¢, 1. D is selected
min avg max

according to the numerator minimum value. For example, if abs({, -¢, )is the minimum
avg avg

value in the numerator, then the denominator D =¢, .
avg

The MAX and ERR errors are the only formulation used for verification and validation with
observed data in the model comparison and discussion. However, RMS errors further help to
assess the accuracy of the model in predicting the entire set of observed data (with the correct
magnitude and phase); in other words, it is a good metric tool for assessing overall model
performance.

1.9.3 Models comparison and discussion

To verify suitability of the NTHMP numerical models for the tsunami problem, the Mapping
and Modeling Subcommittee decided, as a first attempt, to use as a threshold the allowable errors
stated in the standard OAR-PMEL-135 for each benchmark test (Synolakis et al., 2007). For the
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inter-model comparison, a subset of four benchmark tests that almost all models could simulate
and which was deemed to adequately test the performance of each model was selected from the
available list,. The selected benchmark tests represent all the categories of reference data used to
assess each model, namely: a) analytical solution, b) laboratory measurements and c) field
measurements. The allowable errors vary according to these categories, the tested parameter
(e.g., maximum amplitude/runup), and wave condition (e.g., breaking, non-breaking). Model
accuracy is quantified by way of the error formulae previously defined, i.e., RMS, MAX, and
ERR. According to OAR-PMEL-135, the models' maximum predicted values should not differ
by more than the pre-established error threshold indicated in Table 1-5.

Table 1-5: Current allowable errors for model validation and verification, after Synolakis et al. (2007)

Benchmark . i OAR-PMEL-135

Test Category Tested Quantity and Wave Condition Allowable Error

BP1 Analytical . . o
Solution Runup/amplitude (non-breaking wave) | <5%

BP4 Laboratory Runup/amplitude (non-breaking wave) | <5%
Measurements | Runup/amplitude (breaking wave) <10%

BP6 Laboratory Runup <20%
Measurements

BP9 Field Runup <20%
Measurements

1.9.4  Summary of comparisons for the four selected benchmark tests

The following sections summarize NTHMP model comparisons for the four selected
benchmark tests.

1.9.4.1 BP1 Analytical Solution: Single wave on simple beach

Let us define the following non-dimensional variables: H = E/E, X = E/H, and 1=t /y/E.

A focus in developing a tsunami modeling algorithm is to simulate extreme positions of the
shoreline - the maximum runup and rundown. Figure 1-4 and Figure 1-5 show comparisons of
analytical (i.e., NSW) and computed water surface profiles during runup and rundown of a
solitary wave of initial height H = 0.0185 over a beach of slope 1:19.85 (cot5=19.85) (see

Figure 1-1), at # = 35 to 65 by At =5 increments. The maximum runup and rundown occur in the
numerical simulation at ¢+ = 55 and 70, respectively. Note, the ¢ = 70 plot is not shown in the
figures. Results indicate that all the numerical solutions match very well the analytical solution
during runup, while the maximum rundown shows some variability between the computed water
surface profiles. This is likely due to the use of different shoreline tracking (i.e., wetting-drying)
algorithms, different model schemes, and different spatial and temporal discretizations. In future
benchmark validations, it is recommended that the numerical solutions be computed to show
convergence to the analytical prediction for maximum rundown, i.e., here at ¢+ = 70. It is
noteworthy to mention that for BP1, dispersive models such as SELFE, NEOWAVE, and
FUNWAVE were restricted to run in a non-dispersive mode, because the validation data are
based on an analytical solution of the non-dispersive NSW equations
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Table 1-7-a (case H = 0.0185, non-breaking wave) shows, for all NTHMP models, the mean
RMS errors (for computed surface profiles) range between 1- 4% and mean MAX errors (for
maximum wave amplitude or runup, regardless of location) range between 1 - 5%. Based on
these results, the overall performance of all the models is deemed very good (RMS < 4% and for
MAX, the model errors are kept below 5%). According to Synolakis et al. (2007), “any well-
benchmarked code should produce results within 5% of the calculated value from the analytical
solution.”

Figure 1-6 compares numerical and analytical solutions of water level dynamics at locations
x = 0.25 (near the initial shoreline) and 9.95 (between the beach toe and initial wave crest) during
propagation and reflection for the case H = 0.0185. During rundown, both numerical and
analytical solutions predict a water backwash between ¢ = 67 and 82, with the location x = 0.25
becoming temporarily dry, while x = 9.95 remains wet throughout the entire duration of the
experiment. Comparison of the analytical and numerical solutions at these two locations reveals
that the computational error (RMS) is typically less that 3% (see Table 1-7-b), and the agreement
is quite good for all NTHMP models. For MAX (maximum wave amplitude), the models' mean
errors range between 0 - 2%. Therefore, one can conclude that all NTHMP models predicted
extremely well the analytical solution of BP1. The models' MAX errors are kept below the
allowable threshold of 5%, although some small differences between models occur, presumably
due to the variety of numerical schemes used and the different space and time discretization
methods adopted for the solution.

1.9.4.2 BP4 Laboratory Experiment: Single wave on simple beach

The time evolution of the free surface profile for an initial wave of height H = 0.0185 (Case
A) shoaling over a sloping beach with 1:19.85 slope, is shown in Figure 1-7, between ¢ = 30 and
70 by At = 10 increments. Laboratory measurements of the surface elevation at these times are
compared to the NTHMP models solutions. Overall, we see a good agreement between the
numerical solutions and the laboratory measurements for all times corresponding to the
propagation and runup of the wave. One noticeable observation is that differences among
numerical solutions are smaller than differences between any of the model solutions and the
laboratory data.

At time ¢ = 50, which is near the maximum runup (¢ = 55), two models based on the NSWE
(ALASKA and GEOCLAW) predict a slightly higher runup than the other models and the
experimental data. These differences could be attributed in part to the zero friction assumption
and fine spatial discretization used in the numerical solution. However, other NSWE models
(MOST and ATFM) captured the runup somewhat better. In the case of ATFM, the improvement
is likely due to the addition of the non-hydrostatic component. It is noticeable from Figure 1-7
that the models that include dispersive effects produce better results at # = 50 and 60 than non-
dispersive models. The numerical solutions vary the most at £ = 70, which corresponds to the
maximum rundown. There, we see that the non-dispersive models (MOST, ALASKA and
GEOCLAW) compute larger rundowns than the dispersive models.

The estimation of model errors are shown in Figure 1-6-a. The mean RMS errors range
between 7 - 11% and, for the maximum wave amplitude or runup (MAX), regardless of its
location, mean errors range between 2 - 10%. Hence, model errors are kept below 10%, the
threshold agreed upon for laboratory measurement benchmarks during the Catalina Island model
validation workshop, in 2004.
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Figure 1-8 similarly presents the time evolution of free surface profiles for an initial wave of
height H = 0.30 (Case B) between ¢ = 15 and 30 by Az = 5 increments, computed by NTHMP
models, as compared to laboratory experiments. This is a very challenging case, in which the
wave breaks during runup in laboratory experiments. For non-dispersive or NSWE models, this
case becomes even more challenging. For instance, NSWE models predict that the leading front
of the solitary wave will steepen and become singular shortly after the initiation of the
computations. The numerical singularity propagates towards the beach until it meets the
shoreline where the singularity dissipates. The existence of strong wave breaking does prevent a
good agreement of the NSWE solutions with the laboratory measurements (for details on a non-
dispersive solution see each individual reports that use NSWE). However, since numerical
dispersion can compensate for the absence of physical dispersion in NSWE models (e.g., by
adjusting the spatial discretization as the MOST model does), the effective simulation of
breaking waves in NSWE models is still an active area of research. Results show that the
inclusion of wave dispersion in the models allows the wave to initially steepen-up without
breaking, between ¢ = 15 and 20, which results in a good match with laboratory measurements.
Table 1-6-b indicates for Case B, mean RMS errors ranging from 5 - 8% and mean MAX errors
for the maximum wave amplitude ranging from 5% to 12%. Although, for some models, the
latter errors are slightly larger than the accepted threshold for laboratory measurements (<10%),
these errors are still deemed more than acceptable, considering the difficulty in reproducing this
benchmark test that features breaking waves.

1.9.4.3 BP6 Laboratory Experiment: Solitary wave on conical island

In BP6, experiments with different wave heights were conducted in the large-scale wave
tank at Coastal Engineering Research Center, Vicksburg, Mississippi. The time series of surface
elevation comparison and associated errors at gauges 6, 9, 16, and 22 for a variety of incident
solitary waves impinging into a conical island are shown in Figure 1-9 through Figure 1-12, and
in Table 1-9 and Table 1-10. Three different wave heights or cases were selected from the
laboratory experiment to validate the numerical models, i.e., Case A, H =0.045; Case B,
H =0.096 and Case C, H =0.181.

Figure 1-9, Figure 1-10, and Figure 1-11 show the computed and observed sea levels at the
four gauges around the island, for the various cases of incident waves. The model comparison
times have been selected to avoid the first reflection of the wave. One of the challenges in
modeling the observed waves was the application of appropriate boundary conditions and
generating the wave in the numerical models. Although various techniques were employed to
address these challenges, all computed solutions matched well the observed water level
dynamics at the given locations or gauges. For all SWE models, such as ALASKA, GEOCLAW
and MOST, the simulated waves are seen to steepen faster than in laboratory experiments (e.g.,
in Case C; H =0.181). This is a well-known effect of the shallow water approximation, where
the lack of dispersive terms yields so-called “shallow water steepening” of waves. Visual
examination of the models' results reveals that the dispersive models, such as BOSZ,
FUNWAVE, NEOWAVE, and SELFE, capture the water level dynamics slightly better than the
non-dispersive models. However, while models based on the Boussinesqg-type or non-hydrostatic
approximations feature wave dispersion effects, they did not show an appreciable improvement
over the SWE models in matching this particular set of laboratory observations. This can also be
deduced from Table 1-9, where the models' mean RMS errors for cases A, B and C have a narrow
range of variation, i.e., between 7% and 10%. For maximum wave amplitude at gauges,
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regardless of the location the maxima occurred, the mean models' errors (MAX) range between
4% and 19%. These models' errors have a wider variation, and there is a clear trend that
dispersive models perform slightly better. One non-dispersive model, ALASKA, was the
exception, with its performance for this specific BP case being quite good (perhaps due to
numerical dispersion). All models' errors for BP6 are below the 20% threshold recommended in
OAR-PMEL-135 (see Table 1-5).

Figure 1-12 shows the modeled maximum runup distribution versus laboratory experiments,
around the conical island, for all three wave height cases. We again observe that, in general,
dispersive models reproduce the maximum runup slightly better. The models' RMS errors for
maximum runup around the conical island range from 12% to 22%, and the mean relative errors
MAX, range between 3% and 10%. As they do not differ by more than 20% from the laboratory
measurements, maximum runup values predicted by all the models are considered to be fairly
good.

1.9.4.4 BP9 Field Measurement: Okushiri Island

BP9 provides model validation and as such is an important check of the ability of the
presented models to simulate realistic tsunami events. The sea level dynamic results modeled
with various NTHMP models are compared to the tidal gauge records taken during the first hour
following the earthquake. Figure 1-13 shows the computed and observed water level dynamics at
Iwanai and Esashi, respectively. For the Esashi tide gauge, the arrival time of each computed
wave matches well the arrival of the recorded leading tsunami wave. The correlation of positive
and negative phases between the computed and observed waves is also rather good, although the
computed waves at both locations have a larger range and frequency of variability than the
observed waves. For the Iwanai case, the time shift discrepancies between the measured and
observed waves could be explained by the lack of detailed bathymetry or coastal geomorphology
near tide stations, inaccuracies in the specified initial conditions, and a potential delayed
response of the tide gauge hardware (Yeh et al., 1996). The models’ relative errors on maximum
amplitude (MAX) at Iwanai and Esashi are shown in Table 1-11-a. In the Esashi case, the ATFM,
FUNWAVE and NEOWAVE models predicted the free surface time series and the maximum
wave amplitude with maximum amplitude relative errors in the range of 10%-19%, below the
20% error threshold recommended in OAR-PMEL-135. Other models did not perform as well,
but during the benchmarking exercise, many modelers struggled with incomplete information
regarding this benchmark. They reported having to spend considerable time collecting files from
various sources, which instead of helping, actually increased the uncertainties. Some critical
pieces of information, such as the horizontal datum of the DEMs, are still missing and the
geometry of the earthquake source is doubtful too. These information gaps caused serious errors
in the simulations for areas both near to and far from the source. Therefore, the workshop
participants recommend that BP9 be revised to address these issues, if possible, and that
additional historic events be simulated for model validation.

In the Iwanai case, the errors on maximum amplitude modeled are very large. In view of the
close similarity among model results and the large discrepancy with respect to measurements, it
is quite clear that the Iwanai tide record is too uncertain and likely not adequate to be used as a
validation case. After a closer examination of the Iwanai gauge location, it seems that the gauge
is surrounded by a complex port layout, which is not resolved well in the current grid resolution
used in the models. Therefore, it is suggested that Iwanai’s tide records be replaced with another
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(nearby) tide gauge for which adequate surrounding bathymetry and coastal geomorphology data
exist.

Figure 1-3-b shows the locations (black circles) on Okushiri island where the runup was
measured shortly after the 1993 tsunami. These measurements were obtained from Imamura-
Shuto's group (data researched by Yoshiki Yamazaki) (regional data are enumerated in red).
From Table 1-11-b, based on the models' runup relative errors ERR, it can be seen that all
NTHMP's models obtained mean runup relative error below the permissible 20%. A closer
examination of the modelers’ individual reports, however, shows that there are several
exceptions where the modeled runup underestimates the observations by a larger amount. For
example, the modeled runup in the narrow gully near the village of Monai is underestimated in
most of the models. The discrepancy between the measured and computed runup values there
might be explained by the lack of accurate bathymetry and topography data near Monali,
uncertainties in the initial water surface displacement, or by limitations of the current models
when high vertical acceleration occurs. Almost all presented models capture a sequence of events
related to the inundation of the city of Aonae (model runup relative ERR = 0% at regional
location 9 on Table 1-11-b). In computer experiments, it is easy to observe an approximately 5 m
high wave approaching the Aonae peninsula from the west. The wave drastically steepens over
the shallow areas, runs up on the western side on the Aonae peninsula, and then sweeps across
the tip of the peninsula. Then due to the shallow depth around the peninsula, the wave front
bows, bends around the Aonae peninsula, and subsequently hits the town of Hamatsumae.
Although some computed results show discrepancies with measured runup regional data, all the
presented models reproduced this overall pattern quite well. Probably, the largest source of
discrepancy is associated with the interpretation of incomplete information regarding the field
data, horizontal datums of the DEM, and uncertainties in the sea floor deformation.

1.9.5 Benchmarking results for landslide generated tsunami models

To benchmark numerical models to simulate landslide-generated tsunamis, Synolakis et al.
(2007) propose two benchmark problems, namely BP3 and BPS8. The first BP is based on an
analytical solution, while the other is a laboratory experiment. The analytical solution in BP3 is
derived under certain conditions that prohibit any direct use of the solution to accurately
benchmark some tsunami models (i.e., dispersive/non-hydrostatic models). All models that
attempted to predict the landslide-generated wave according to BP3 have a good qualitative
agreement with the analytical solution provided in Liu et al. (2003), although quantitative
agreement may be lacking for the reason discussed before. Therefore, it is suggested that this
benchmark be replaced by a problem that is similar in nature.

Only two SWE models (GEOCLAW and ALASKA) and two Navier-Stokes models
(THETIS and TSUNAMI3D) were used to compare the simulated water dynamics to laboratory
observations in BP8. Before comparing the numerical results to the laboratory observations, it
was observed, that for this particular BP, the SWEs are not applicable to simulate 3-D flows,
especially around the sliding wedge. Away from the shore, the water depth is comparable with or
greater to the observed wavelength and thus the shallow water assumption is no longer valid.

The SWE models produce computational results that exhibit severe numerical oscillations
due to the formation of a shock wave (see individual reports). The Navier-Stokes models achieve
a much better comparison of numerical results with laboratory observations. The THETIS model
shows that it is possible both to predict a slide location and wave dynamics at the same time. The
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TSUNAMI3D model also shows a good match of the computed water level to the laboratory
observations. Unfortunately, the computational resources required for meaningfully running
Navier-Stokes models are still prohibitive. However, the coupling of Navier-Stokes model
(landslide tsunami generation region) and SWEs model (tsunami propagation and inundation) for
practical tsunami application is possible. The coupling of the two approaches has been applied
successfully for construction of inundation map in the Gulf of Mexico, Horrillo et al. (2009) and
recently for the US east coast inundation assessment, Kirby and Grilli (2011). Moreover, a closer
examination of BP8 reveals that this BP does not constitute a good test for the tsunami models,
due to an unrealistic landslide profile - a rigid wedge (with vertical front and side walls) sliding
into the water. Therefore, it is suggested that BP8 be replaced by a problem with a more realistic
geometry of the sliding material. In Section 1.8, we briefly mention some proposed benchmark
problems for the future validation and verification of landslide tsunami models.

1.9.6 Conclusions

Workshop participants recommend continuing to use the existing benchmark tests listed in
OAR-PMEL-125 in the immediate future, although the cases well outside the shallow-water
approximation can be omitted. In particular, BP3 should be replaced with a newly proposed
laboratory benchmark for an underwater landslide with a Gaussian shape, and BP8 should be
replaced by a more carefully documented challenge problem; in BP4, Case B should be optional;
in BP5, Cases B and C should be optional, and in BP6, Case A should be optional. Historic
events in addition to the 1993 Hokkaido-Nansei-Oki (Okushiri Island, Japan) should be added to
the suite of benchmark tests to further validate all models.

The 1993 Hokkaido-Nansei-Oki Tsunami event remains one of the most important and
thoroughly documented cases of extensive tsunami runup available to the tsunami community.
But the bathymetric and topographic computational grids are flawed by severe horizontal and
vertical misalignment errors. It is necessary to build improved, nested coastal digital elevation
models (DEMs) of the Okushiri, Japan area to replace the 8 existing DEMs that have large,
known inaccuracies that negatively impact tsunami modeling results. The best publicly available
bathymetry and topographic data should be obtained through collaboration with Japanese
institutions and both structured and unstructured nested DEMs should be developed to support
multiple tsunami modeling codes. It was evident after examination of numerical models results
that the Iwanai tide record is faulty too. The workshop participants suggest that this tide record
be replaced by another (nearby) tide gauge record where surrounding bathymetry and coastal
geomorphology data are better suited for unambiguous model validation.

In BP1, all NTHMP's models predicted very well the analytical solution of the wave
evolution (H =0.0185) at different times, with errors less than the allowable 5%. In BP4, for
Case A (H = 0.0185), all mean model errors were kept below 10% (which the 2004 Catalina
Island model validation workshop suggested is an allowable error for laboratory measurements
benchmark tests). For Case B ( H = 0.30, breaking wave), the maximum wave amplitude model
errors range from 5% to 12%. Although, the mean amplitude model errors are slightly larger than
the accepted standard error for laboratory measurements benchmark tests (<10%), the workshop
participants concluded that these errors are more than acceptable, considering the difficulty in
reproducing this benchmark test, which features breaking waves. In BP6, Case A (H =0.045),
Case B (H =0.096), and Case C (H =0.181), a clear trend was observed showing that
dispersive models perform slightly better than non-dispersive models. However, one non-
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dispersive model, ALASKA, was the exception, with its performance for this specific test case
being quite good. For BP6, model errors are kept below the 20% recommended in OAR-PMEL-
135 (see Table 1-5). For BP9, runup around Okushiri Island, participants concluded that,
although some computed results show discrepancies with measured runup regional data, all the
presented models reproduced the overall observed pattern of wave arrival quite well. All
NTHMP models obtained mean runup relative errors below the acceptable 20%.

The workshop participants represent nationally renowned tsunami modeling organizations
and, therefore, are well qualified for validating each numerical model. A pass / fail criteria for
the verification and validation based on comparison with observations of each numerical model
was developed by consensus of NTHMP MMS members during the benchmarking workshop, in
consultation with state modelers and based on the review of modeling results. Future model
validation testing and acceptance will follow the existing criteria, and will also be reviewed by
the MMS members and their modeling experts.

The following table summarizes the allowable errors for the main three categories used for
benchmarking. These errors are quite similar to those recommended in OAR-PMEL-135,
Synolakis et al. (2007). The only difference is in the allowable error for the laboratory
measurement category. For the sake of simplicity, the error criterion of 10% is applied to both
breaking and non-breaking waves.

Table 1-6: Allowable errors for the main three categories used for benchmarking

Category Allowable Errors MAX /ERR/ RMS
Analytical <5%

Solution

Laboratory <10%

Measurements

Field <20%

Measurements
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1.9.7 Model comparisons: Summary figures and tables
1.9.7.1 Single Wave on a Simple Beach — Analytical Solutions (BP1)

BP1 (H=0.0185)

0.08‘
0.06‘
0.04-
0.02 !

t=55

0.03F
0.02 - =t
e — ALASKA
—ATFM
0.01 [ . BOSZ
o | 1 F\'UNW\AVE 1 1}
—— GEOCLAW
MOST
, SELFE t=45
0.03_* + Analytical data
0.02 -
0.0 v ee——— |
O i

0.02

0.01

t =65

Figure 1-4: Comparison of analytical solution (crosses) versus NTHMP's models surface profiles (solid
lines) during runup of a non-breaking wave of H = 0.0185 at t = [35, 45, 55, 56]. The analytical solution

can be found in Synolakis (1986).
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BP1 (H=0.0185)
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Figure 1-5: Comparison of analytical solution (crosses) versus NTHMP's models surface profiles (solid
lines) during runup of a non-breaking solitary wave of H = 0.0185 at t = [40, 50, 60]. The analytical
solution can be found in Synolakis, (1986).
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Location: x = 9.95
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Figure 1-6: Comparison between the analytical solution (crosses) versus NTHMP's models (solid lines)
during the runup of a non-breaking solitary wave of H = 0.0185 on 1:19.85 beach. The top and bottom
plots represent comparisons at x = 9.95 and x = 0.25, respectively. The analytical solution is taken
from Synolakis (1986).
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Table 1-7: BP1: NTHMP models' errors with respect to the analytical solution for H = 0.0185. a) surface
profile errors at t = [35, 40, 45, 50, 55, 60, 65]. b) sea level time series errors at x = 9.95 and x = 0.25.
RMS: Normalized root mean square deviation. MAX: Maximum amplitude or runup error.

a) MODEL ERROR for CASE H=0.0185
t=35 t =40 t =45 t =50 t =355 t =60 t =65 Mean
MODEL RMS MAX RMS MAX RMS MAX RMS MAX RMS MAX RMS MAX RMS MAX RMS Max
ALASKA 1% 1% 1% 0% 1% 0% 0% 2% 0% 0% 0% 2% 2% 0% 1% 1%
ATFM 1% 1% 1% 0% 1% 1% 0% 1% 0% 1% 0% 2% 2% 0% 1% 1%
BOSZ 2% 1% 2% 1% 1% 1% 1% 2% 0% 0% 1% 0% 6% 7% 2% 2%
FUNWAVE 3% 1% 2% 2% 2% 3% 1% 4% 1% 2% 0% 2% 4% 2% 2% 2%
GEOCLAW 1% 2% 1% 2% 1% 2% 0% 2% 0% 0% 1% 1% 5% 1% 1% 1%
MOST 6% 5% 5% 5% 4% 7% 2% 2% 1% 0% 0% 0% 10% 13% 4% 5%
NEOWAVE 1% 0% 1% 0% 1% 1% 0% 2% 0% 0% 0% 1% 2% 1% 1% 1%
SELFE 3% 4% 3% 4% 2% 3% 1% 2% 1% 0% 1% 0% 5% 1% 2% 2%
Mean| 2% 2% 2% 2% 2% 2% 1% 2% 0% 0% 0% 1% 5% 3%
b) MODEL ERROR
x=9.95 x=0.25 Mean
MODEL RMS MAX RMS MAX RMS Max
ALASKA 1% 1% 1% 1% 1% 1%
ATFM 2% 2% 2% 1% 2% 2%
BOSZ 3% 0% 1% 2% 2% 1%
FUNWAVE 3% 0% 2% 0% 3% 0%
GEOCLAW 2% 1% 2% 1% 2% 1%
MOST 3% 2% 3% 1% 3% 2%
NEOWAVE 2% 1% 2% 0% 2% 1%
SELFE 2% 2% 1% 1% 2% 2%
Mean 2% 1% 2% 1%
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1.9.7.2 Single Wave on a Simple Beach — Laboratory Experiment (BP4)
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Figure 1-7: Comparison of experimental data (crosses) versus NTHMP's models surface profiles (solid

lines) during runup of a non-breaking wave (Case A, H = 0.0185) at t = [30, 40, 50, 60, 70].
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Figure 1-8: Comparison of experimental data (crosses) versus NTHMP's models surface profiles (solid
lines) during runup of a breaking wave (Case B, H = 0.30) at t = [15, 20, 25, 30].
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Table 1-8: BP4: NTHMP's models errors with respect to the lab experiment data. a) surface profile
errors for Case A, H = 0.0185. b) surface profile errors for Case B, H = 0.30. RMS: Normalized root
mean square deviations. MAX: Maximum amplitude or relative runup error.

a) MODEL ERROR for CASE H=0.0185
t =30 t =40 t =50 t =60 t=70 Mean

MODEL RMS MAX RMS MAX RMS MAX RMS MAX RMS MAX RMS Max
ALASKA 10% 9% 11% 6% 7% 17% 4% 0% 24% 16% 11% 10%
ATFM 10% 1% 8% 3% 4% 2% 5% 8% 10% 9% 7% 5%
BOSZ 13% 3% 7% 2% 4% 0% 1% 0% 10% 3% 8% 2%
FUNWAVE 11% 2% 6% 4% 3% 4% 6% 5% 14% 12% 8% 5%
GEOCLAW 11% 6% 11% 3% 7% 16% 5% 4% 22% 19% 11% 10%
MOST 10% 1% 6% 0% 5% 6% 1% 0% 19% 9% 9% 4%
NEOWAVE 10% 5% 8% 1% 5% 4% 4% 3% 12% 3% 8% 3%
SELFE 10% 3% 9% 1% 5% 3% 1% 3% 14% 2% 8% 2%

Mean| 11% 4% 8% 3% 5% 7% 5% 3% 16% 9%
b) MODEL ERROR for CASE H=0.30

t=15 t =20 t =25 t =30 Mean

MODEL RMS MAX RMS MAX RMS MAX RMS MAX RMS Max
ALASKA NA NA NA NA NA NA NA NA NA NA
ATFM 9% 1% 11% 1% 6% 9% 3% 1% 7% 5%
BOSZ 4% 5% 7% 14% 7% 13% 3% 4% 5% 9%
FUNWAVE 5% 15% 6% 16% 5% 11% 4% 6% 5% 12%
GEOCLAW NA NA NA NA NA NA NA NA NA NA
MOST NA NA NA NA NA NA NA NA NA NA
NEOWAVE 9% 1% 13% 11% 7% 5% 1% 8% 8% 6%
SELFE NA NA NA NA NA NA NA NA NA NA

Mean| 7% 6% 9% 11% 6% 10% 4% 6%
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1.9.7.3 Solitary Wave on Conical Island — Laboratory Experiment (BP6)
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Figure 1-9: Sea level time series comparison between experimental data (crosses) versus NTHMP's
models results (solid lines) of a solitary wave of H = 0.045 (Case A) at gauges shown in Figure 1-2.
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Figure 1-10: Sea level time series comparison between experimental data (crosses) versus NTHMP's
models results (solid lines) of a solitary wave of H = 0.096 (Case B) at gauges shown in Figure 1-2.
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Figure 1-11: Sea level time series comparison between experimental data (crosses) versus NTHMP's
models results (solid lines) of a solitary wave of H = 0.181 (Case C) at gauges shown in Figure 1-2.
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Figure 1-12: Runup comparison around a conical island between experimental (crosses) versus NTHMP
models' results (solid lines) for H = [0.045, 0.096, 0.181] (Cases A, B, and C). Briggs et al. (1995)
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Table 1-9: BP6: Sea level time series NTHMP models' errors with respect to laboratory experiment
data. a) Case A, H = 0.045; b) Case B, H = 0.096; and c) Case C, H = 0.181. RMS: Normalized root mean

square deviation error. MAX: Maximum amplitude or runup relative error.

a) SEA LEVEL MODEL ERROR for CASE (A) H=0.045
Gauge #6 Gauge #9 Gauge #16 Gauge #22 Mean
IMODEL RMS AKX RMS IAX RMS AKX RMS AKX RMS Max
ALASKA o] 0% 6% B3 10% 15% T3 16% 7% %%
ATFM 9% 2% 8% 0% 8% 13% B 2% B 4%
BOSZ % 12% O% 4% B% 14% B 23% O 13%
FUNWANE 10% 5% 10% 14% 10% 2% 10% 20% 10% 10%
GEQCLAW B3 12% 8% 19% 10% 3% 9% 27% B 16%
MOST G 14% B 18% 9% 11% T 31% B 19%
NECOWANVE 6% 14% 7% 11% S% 15% 6% 15% 7% 14%
SELFE ] 2% 5% 4% 8% 18% 8% T3 7% B3
Mean 7% B% B¥% 10% S% 12% B 1B%
b) SEA LEVEL MODEL ERROR for CASE (B) H=0.096
Gauge #6 Gauge #9 Gauge #16 Gauge #22 Mean
IMODEL RMS AKX RMS IAX RMS AKX RMS AKX RMS Max
ALASKA 8% b% %% 1% 63 9% 5% 21% 7% S
ATFM B 3% 8% 1% B% 15% 9% B% B 7%
BOSZ B 12% 7 13% 6% 1% B 15% 7% 11%
FUNWAWVE 0% 2% o% 17% 7% 8% 12% 17% o% 11%
GEQCLAW 9% 4% o% &% 9% 10% 13% 0% 10% 1B8%
MOST T B B 13% 6% 2% B 48% 7 18%
NECOWANVE 6% 15% 7% 15% 5% 0% 10% 26% 7% 14%
SELFE b3 1% 7% 3% FE] 10% 3% 28% 7% 11%
Mean B 6% B¥% o% 7% 7% %% 27%
c) SEA LEVEL MODEL ERROR for CASE (C) H=0.181
Gauge #6 Gauge #9 Gauge #16 Gauge #22 Mean
IMODEL RMS AKX RMS IAX RMS AKX RMS AKX RMS ax
ALASKA 13% 16% 13% 2% 10% 1% 5% 20% 10% 10%
ATFM B 2% 11% 15% B% 4% B 2% B &%
BOSZ 7% 7% 11% 18% 7% 5% B 3% B¥% B%
FUNWAWVE B% 1% 11% 16% 8% 1% 11% B% 10% 7%
GEQCLAW 10% 6% 11% &% %% 6% B 15% 10% B%
MOST B 1% o% 18% 7T 1% 6% 20% B 10%
NECOWANVE 5% 2% B% 16% B 4% 10% 26% 7% 12%
SELFE b3 3% 12% 13% 8% 5% 8% 22% 9% 11%
Mean B 5% 11% 13% B% 3% B 15%
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Table 1-10: Runup NTHMP models' errors with respect to laboratory experiment data for Case A (H =
0.045), Case B (H = 0.096), and Case C (H = 0.181). RMS: Normalized root mean square deviation error.

MAX: Maximum runup relative error.

RUNUP MODEL ERROR
CASE (A) H=0.045 CASE (B) H=0.096 CASE (C) H=0.181 Mean
MODEL RMS MAX RMS MAX RMS MAX RMS MAX
ALASKA 17% 25% 25% 2% 8% 3% 17% 10%
ATFM 13% 2% 22% 8% 15% 3% 17% 4%
BOSZ 17% 0% 13% 7% 5% 6% 12% 4%
FUNWAVE 17% 2% 16% 10% 10% 3% 14% 5%
GEOCLAW 24% 9% 24% 2% 17% 3% 2% 5%
MOST 14% 1% 13% 2% 11% 11% 13% 5%
NEOWAVE 24% 11% 18% 4% 11% 9% 18% 8%
SELFE 14% 4% 11% 4% 10% 2% 12% 3%
Mean 18% 7% 18% 5% 11% 5%
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1.9.7.4 Models Comparison: Okushiri Island — Field Measurement (BP9)
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Figure 1-13: Sea level time series at two tide stations (lwanai and Esashi) along the west coast of
Hokkaido island during 1993 Okushiri tsunami. NTHMP models' results (solid lines), observed water
level (dashed line). Observations courtesy of Yeh et al. (1996).
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Table 1-11: BP9: NTHMP Models' relative error with respect to field measurement data, Okushiri
Tsunami, 1993. a) Models' maximum amplitude error for lIwanai and Esashi gauges. b) Models' runup
errors around Okushiri Island (see Figure 1-3). MAX: Maximum amplitude relative error. ERR: Runup
relative error.

a) SEALEVEL MODEL ERROR
IWANAT ESASHI
MODEL IMAX IMAX Mean
ALASKA 57% 80% 69%
ATFM 19% 8% 14%
FUNWAVE 27% 10% 19%
GEOCLAW 59% 99% 79%
MOST 23% 42% 33%
NEOWAVE 6% 14% 10%
SELFE 59% 45% 52%
Mean 36% 43%
b) RUNUP MODEL ERROR
ALASEA ATFM FUNWAVE | GEOCLAW MOST NEOWAVE SELFE
Region| Longitude Latitude ERR ERR ERR ERR ERR ERR ERR Mean
1| 139.4292117] 42.18818149 8% 0% 16% 0% 0% 12% 0% 5%
2 135.4111857| 42.16276287 5% 5% 8% 0% 9% 21% 11% 8%
3| 139.4180612| 4213740429 14% 23% 25% 1% 4% 25% 58% 27%
4 135.4280358| 42.09301238 1% 4% 1% 16% 6% 12% 7%
5 135.4262450| 42.11655479 0% 2% 4% T% 11% 6% 14% 6%
6| 139.4237147 42.10041415 0% 0% 0% 0% 13% 30% 0% 6%
7 139.4289018| 42.07663658 22% 22% 8% 4% 29% 18% 5% 15%
8 139.4278534| 42.06546152 28% 0% 0% 0% 11% 0% 0% 10%
9 135.4515399| 42.04469655 0% 0% 0% 0% 0% 0% 0% 0%
10 139.4565284| 42.05169226 0% 16% 37% 0% 0% 0% 0% 8%
11 139.4720138| 42.05808988 11% 0% 0% 0% 0% 0% 0% 2%
12| 139.5150461| 42.21524909 0% 13% 0% 12% 17% 11% 14% 10%
13 139.5545494| 42.22698164 15% 43% 17% 0% 21% 0% 0% 14%
14 139.4934307| 42.06450128 24% 71% 16% 161% 82% 95% 71% 74%
15 135.5474599| 42.18744879 10% 7% 36% 0% 5% 27% 10% 14%
16 139.5258982| 42.17101221 0% 17% 8% 8% 34% 0% 13% 11%
17| 139.5625242| 42.21198369 4% 23% 11% 23% 1% 3% 41% 15%
18| 139.5190997| 42.11305805 10% 27% 16% 54% 53% 59% 20% 34%
19 139.5210766| 42.15137635 3% 9% 14% 21% 24% 6% 58% 15%
Mean 9% 15% 12% 17% 19% 17% 17%
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2 Alaska Tsunami Model

Dmitry Nicolsky

Geophysical Institute of the University of Alaska Fairbanks and the State of Alaska Division of
Geological & Geophysical Surveys

2.1 Introduction

NTHMP-funded efforts in Alaska are focused on improvement of the emergency response to
the tsunami hazards in coastal communities. Typical tsunami-related hazards originate from
vertical and horizontal coseismic tectonic displacements and the failure of unconsolidated
materials from above and below the sea surface.

To help mitigate the tsunami hazards, we subject our tsunami model, developed at the
Geophysical Institute, University of Alaska Fairbanks, to a series of benchmark problems
proposed by Synolakis et al., (2007). The benchmark problems deal with validating and verifying
the ability of the model to accurately simulate a tsunami caused by vertical coseismic tectonic
displacement or by the failure of unconsolidated material. There is, however, no benchmark
problem focused on validating the model’s ability to simulate seiche waves caused by lateral
coseismic displacements. In certain Alaska fjords, lateral tectonic displacements might produce a
seiche wave comparable in size with a landslide-generated tsunami (Plafker et al., 1969).

In this report, we provide a brief description of three tsunami models used to predict a
potential inundation. Each model addresses one of the above-mentioned tsunami hazards.

2.2 Model description

The suit of numerical models employed by the State of Alaska for the tsunami inundation
mapping project comprises:

e Tectonic tsunami model
e Landslide-generated tsunami model
e Seiche tsunami model

2.2.1 Tectonic tsunami model

This is a numerical model that has been described and tested through a set of analytical,
laboratory, and field benchmark problems (Nicolsky et al., 2011). This model solves nonlinear
shallow water equations, commonly used to predict the propagation of long waves in the ocean
and the inundation of coastal areas (Synolakis and Bernard, 2006).

The water depth, 1, and the horizontal water velocity, u, in the ocean are described in the
spherical coordinates by the mass and linear momentum conservation principles:

§n+v-(f7u)=0a (1)
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L (u)+ V- Gruw) +gn Ve + file, <u) e =0, @
Here,
S=h+n (3)

is the water level, 4 is the bathymetry, g is the acceleration of gravity, fis the Coriolis parameter,
erand e is the outward unit normal vector on the sphere. The system of equations (1) and (2) is

approximated in spherical coordinates by finite differences on Arakawa C-grid (Arakawa and
Lamb, 1977). The spatial derivatives are discretized by central difference and upwind difference
schemes (Fletcher, 1991). The friction term 7 is discretized by a semi-implicit scheme according
to Goto et al. (1997). Equations (1) and (2) are solved semi-implicitly in time using a first order
scheme (Kowalik and Murty, 1993). The finite difference scheme is coded in FORTRAN using
the Portable, Extensible Toolkit for Scientific computations (Balay et al., 2004) and the MPI
standard (Gropp et al., 1999).

The initial water deformation is assumed to be equal to a coseismic uplift and subsidence of
the sea floor. The vertical displacement can be set arbitrarily or computed by Okada (1985)
formulae, requiring the epicenter location, area, dip, rake, strike, and amount of slip on the fault.

2.2.2 Landslide-generated tsunami model

To simulate tsunamis produced by underwater slope failures, we use a numerical model of a
viscous underwater slide with full interactions between the deforming slide and the water waves
that it generates. The shallow viscous slide equations are coupled with shallow water equations
(1) and (2) by substituting equation (3) with
E=h+n+s

where s is the landslide thickness. The thickness is computed according to the model initially
proposed by Jiang and LeBlond (1992), improved by Fine et al. (1998). The full system of
equations is provided by Suleimani et al. (2011), who successfully used it to model landslide-
generated tsunami in Resurrection Bay, Alaska. The Fine model’s assumptions and applicability
to simulating underwater mudflows are discussed by Jiang and LeBlond (1992, 1994) in their
formulation of the viscous slide model. The model uses long-wave approximation for water
waves and the deforming slide, which means that the wavelength is much greater than the local
water depth, and the slide thickness is much smaller than the characteristic length of the slide
along the slope (Jiang and LeBlond, 1994).

2.2.3  Seiche tsunami model

Nicolsky and others, (2010) considered a fixed coordinate system to model runup of the
seiche tsunami by considering motion of the reservoir by solving equations (1) and (2), while
taking into account that h = h(x,y,t). If there is no vertical displacement and the lateral ground
velocity, ug, is known then

Oh

—+Vhu, =0. (4)
To facilitate computations, it is convenient to simulate water dynamics in the reference frame
moving with the land. The change of reference coordinate systems, i.e., from a fixed system to a

moving one, introduces new terms into the original mass and momentum conservation principles,
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i.e., equations (1) and (2), respectively. At the same time, equation (4) reduces to h = const and
thus the final system of equations is

0
> 1=Vi-u +V-(u)=0 (1a)
0
a(nu)—VnwVL +V-(mquu) +gnVeé=0. (2a)

Equations (1a) and (2a) are discretized in Cartesian coordinates by finite differences on Arakawa
C-grid (Arakawa and Lamb, 1977). The spatial derivatives are discretized by central difference
and upwind difference schemes (Fletcher, 1991). The runup is modeled by the method employed
to simulate the runup of tectonic waves (Nicolsky, 2011).

2.3 Benchmark results

2.3.1 BPI: Solitary wave on simple beach — analytical

We verify our numerical method by comparing numerical and analytical solutions that
describe 1-D solitary wave runup. The analytical solution to a specific solitary wave runup on the
sloping beach was derived by Synolakis (1986). In this problem, the wave of height H is initially
centered at distance L from the beach toe and is schematically shown in Figure 2-1.

Figure 2-1: Non-scaled sketch of a canonical beach with a wave climbing up.

The value of L = arccosh (V20)/y is the half-length of the solitary wave, and the initial depth
profile is given by

n(x,0) = H sec h*(A(x — X, )/d),

where X; = Xo + L, and y =3H/44 . The initial wave-particle velocity in the computer
experiments is set, following Titov and Synolakis (1995), as:

u(x0)=/g/d n(x0).

First, we check the ability of the method to model runup on a beach by simulating the runup
of a solitary wave when d = 1, 100, and 500 m, and then comparing the numerical and analytical
solutions. In these numerical experiments, the 1-D domain, with total length 400d, is discretized
with spacing Ax = d/20. The computational time step At = 10°Vd/g satisfies the Courant-
Friedrichs-Levy stability criterion (Courant et al., 1928). The results suggest that the computed
nondimensional variables such as n/d, v/Vgd do not depend on the value of d, and further that the
numerical predictions are in good agreement with analytical solutions for H/d = 0.019. We
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discuss comparison of numerical and analytical solutions for H/d = 12 0.019 in greater detail
later in this section. For error analysis, the water mass before and after wave reflection from the
beach is calculated, finding a total mass decrease of less than 0.01% in each case. This negligibly
small error in the mass conservation is well within established criteria (Synolakis et al., 2007).
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Figure 2-2: Left plot: comparison between the analytically and numerically computed solutions
simulating runup of the non-breaking wave in the case of H/d = 0.019 on the 1:19.85 beach. Right plot:
an enlarged version of the left plot within the rectangle region. Two numerical solutions computed on
grids with Ax = d/20 and Ax = d/200 are shown at t = 55vVd/g. The numerical solution is shown to be
converging to the analytical one as the spatial discretization is refined. The analytical solution is
according to Synolakis (1986).

A focus in developing a tsunami modeling algorithm is to simulate extreme positions of the
shoreline—the maximum runup and rundown. Figure 2-2 shows computed water surface profiles
at the maximum runup and rundown of a solitary wave in the case of H/d = 0.019. The maximum
runup in the numerical simulation occurs at ¢ ~55Vd/g and this solution has a 15% error with
respect to the derived analytical solution. After refining the computational grid from Ax = d/20 to
Ax = d/200, the analytically and numerically computed maximum runup values differ by less
than 2%, which is within the recommended criteria (Synolakis et al., 2008). We additionally
checked convergence of numerically computed maximum rundown to its analytical prediction.
For the computational grid with Ax = d/20, the difference between the numerical and analytical
rundown values is at most 16%. After the grid refinement to Ax = d/200, the difference is less
than 3%. The results show that the numerical solution converges to the analytical prediction at
the extreme locations of the shoreline, and that the recommended 5% error in numerical solution
is achieved.
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Figure 2-3: Comparison between the analytical solution (hollow symbols) and the finite difference
solution (filled symbols) during the runup of the non-breaking solitary wave with H/d = 0.019 on
1:19.85 beach. The top and bottom plots represent comparisons at x = 0.25d and x = 9.95d,
respectively. The analytical solution is according to Synolakis (1986).

Figure 2-3 shows numerically and analytically computed water level dynamics at locations
x/d = 0.25 (near the initial shoreline) and x/d = 9.95 (between the beach toe and initial wave
crest) during propagation and reflection in the case H/d = 0.019. During rundown, both
numerical and analytical solutions show that water retreats from t = 67Vd/g to t = 82Vd/g, and the
point x/d = 0.25 temporally becomes dry, while the point x/d = 9.95 remains wet throughout the
entire length of the computer experiment. Comparison of the analytical and numerical solutions
at these two points reveals that the computational error is typically less that 2% for Ax = d/20,
and that the agreement between the two solutions is quite good even on the coarse grid.

2.3.2 BP2: Solitary wave on composite beach — analytical

Typically, a real-life beach has an irregular bathymetry, which is much more complicated
than the one described in the previous benchmark problem. One of the simplest approximations
to the irregular bathymetry is obtained by utilizing piece-wise linear functions. Kénoglu and
Synolakis (1998) developed an exact analytical solution to the linearized shallow water equations
(1-2) in order to predict propagation and runup of wave over the piece-wise linear beach. In this
benchmark, we compare our finite difference solution to the analytical solution (Ké&noglu and
Synolakis, 1998) in the case of waves propagating over a composite beach.
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A composite beach simulating the geometrical dimensions of Revere Beach, Massachusetts,
was built in a U.S. Army Corps of Engineers, Coastal Engineering Research Center in
Vicksburg, Mississippi. The beach consists of three piece-wise linear segments and a vertical
wall, shown in Figure 2-4.
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| i

1/150
1/53
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Figure 2-4: Left, non-scaled sketch of the composite beach modeling Revere Beach, Massachusetts.
Vertical lines mark the locations of gauges measuring the water level in laboratory experiments. Right,
an incident wave recorded by Gauge 4. This record was used to set the water height h(X,; t) at the
inflow boundary condition.

The laboratory equipment and the beach profile are described in Yeh, et al. (1996) and
Kanoglu and Synolakis (1998). The slopes of the segments, starting from the wall, are 1 = 13,
1 =150, and 1 = 53, respectively. At the beginning and in the middle of each sloping segment a
water gauge measuring time dynamics of the water surface height was installed

We compare our numerical solution to the analytical solution modeling propagation of
waves over the composite beach. We note that in the numerical experiments, we neglect all non-
linearities in (1-2) and solve the linear shallow water equations. In Figure 2-5, we show the
comparison between the analytical solution (5) and the obtained numerical solution at the
locations where the gauges were installed. The numerical solution was computed using the grid
size Ax~d/20, where the quantity d stands for the still water equal to 0:218 m at Gauge 4.
Analyzing the results, we observe that the numerical solution closely matches the analytical one,
and the difference between them is typically less than 5%.
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Figure 2-5: Comparison between the analytically and numerically computed solutions at the gauge
locations shown in Figure 2-4. Left plot: Case A, Right plot Case C.

2.3.3 BP3: Subaerial landslide on simple beach — analytical

Liu et al. (2003) considered tsunami generation by a moving slide on a uniformly sloping
beach, using the forced linear shallow water-wave equation as in Tuck and Hwang (1972);

2 2
LR TR A e R

o u x\ ax) o

where the quantities B and p specify the beach slope. Following Liu et al. (2003), Synolakis et al.
(2007) consider a translating Gaussian shaped mass, described by s(x.t) = exp(—(E—t)*) with & =
4ux/tan B. The analytical solution for this translating Gaussian shape is given by Liu et al. (2003)

The goal of this benchmark problem is to compare the numerical predictions with the
analytical solution. Figure 2-6 presents a comparison between the analytical and numerical
solutions to equations (1) and (2). Note that the analytical solutions and the numerical solutions
to the linear shallow water equations are derived using two different boundary conditions.
Therefore, the discrepancy between these solutions is rather large.
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Figure 2-6: Comparison between the analytically and numerically computed solutions at several
moments of time. LSWE and NLSWE stand for the numerical solutions computed with linear and non-
linear assumptions, respectively. The analytical solution is according to Liu et al. (2003).

2.3.4 BP4: Solitary wave on simple beach — laboratory

More than 40 laboratory experiments were conducted in the wave tank by Synolakis (1986).
In this benchmark problem, we perform numerical modeling of the water dynamics observed
during these experiments. In the computer experiment, we assume that the wave tank is 400d in
length and discretized by a uniformly spaced grid with Ax = d/200. To model common
geophysical conditions, we assume that d = 500 m, although scalability shows that appropriately
scaled results do not depend on d. Additionally, we assume that there is no bottom friction, i.e.,
v =0. We analyze the effects of bottom friction on water dynamics later in this sub-section.

In the first series of laboratory experiments, the runup of a non-breaking solitary wave with
H/d = 0.019 is studied. We plot laboratory measured water level by black rectangles in Figure
2-7. In the same Figure, the numerical and analytical solutions are plotted by lines with solid and
hollow triangles, respectively. Agreement between analytical and numerical computed solutions
is more than sufficient for all snapshots; the discrepancy between the solutions is much smaller
than the discrepancy between any one of the solutions and the laboratory data.
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Figure 2-7: Comparison of observed and simulated water profiles during runup of a non-breaking
wave in the case of H/d = 0.019. Observations are shown by dots. The analytical predictions and
numerical calculations are marked by hollow and filled symbols, respectively. The measurements are
provided courtesy of Synolakis (1986).

The computed solutions have slightly higher runup than observations, and the computed
maximum runup also exceeds the physical measurements, visible in Figure 2-8 where we show
the numerically modeled and observed waterfront path X(t). Here, the measured data are plotted
by rectangles while the computed path is plotted by a line with hollow triangles. For a detailed
analysis of the discrepancy between the analytical solution and laboratory results, which we

prescribe to the zero friction assumption in the computer modeling, we refer interested readers to
Synolakis (1986).
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Figure 2-8: Laboratory measured and simulated waterfront path X,, of a solitary wave running up on a
canonical beach. Measurements are represented by squares and numerical simulations by a line. The
measurements are provided courtesy of Synolakis (1986).

In the second series of laboratory experiments, a solitary wave with the initial amplitude
H/d = 0.04 propagates and inundates the sloping beach. We display laboratory data by black
rectangles and the results of numerical modeling by lines with solid triangles in Figure 2-9.
According to analytical predictions derived using the zero bottom friction assumption, the
solitary wave breaks only if its initial height satisfies H/d > 0.029 (Synolakis, 1987). The ratio of
H/d = 0.04 for which the laboratory data are collected satisfies this condition, so a breaking wave
is expected. Laboratory experiments, however, show that this wave does not break. This lack of
breaking in the laboratory experiment is explained by bottom friction and dispersion effects on
wave dynamics. Further, the numerically simulated wave also fails to break, but is on the verge
of breaking at # = 38Vd/g during runup and at ¢ = 62Vd/g during rundown. This behavior in the
numerical solution is explained by numerical dispersion and dissipation, introduced by the finite
difference discretization of the partial derivatives. The slight numerical dissipation brings
stability into the calculations and produces computational results that are in good agreement with
laboratory measurements.
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Figure 2-9: Comparison of measured and simulated water profiles during runup of a non-breaking
wave in the case of H/d = 0.04. Observations are shown by squares. The analytical predictions and
numerical calculations are marked by hollow and filled symbols, respectively. The measurements are
provided courtesy of Synolakis (1986).

Finally, in the third series of laboratory experiments, the runup in the H/d = 0.3 case is
studied. Both in computer and in laboratory experiments, the wave severely breaks. The leading
front of the solitary wave steepens and becomes singular shortly after the beginning of
computations. The numerical singularity propagates towards the beach until it meets the
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shoreline where the singularity dissipates. Figure 2-10 shows our numerical solution, plotted by a
line with solid triangles. The existence of strong wave breaking prevents a good agreement of

our solution with the laboratory measurements. We observe that between moments t = 15,/d/g

and t = 20,/d/g, the computed wave propagates faster than the measured wave, because the
numerical solution is computed using the primitive shallow water approximation (2-3) where
dispersive terms are neglected. Inclusion of the wave dispersion leads to Boussinesq-type
equations.

In all previous computations, for both breaking and non-breaking waves, the computed
maximum runup, denoted by R, is found to be higher than its laboratory measured value. One
possible explanation for this discrepancy is the assumption of zero bottom friction in the model.
In the following sensitivity study, we examine whether the bottom friction can effectively
parameterize wave breaking and eddy viscosity to accurately predict the maximum runup height
R both for breaking and non-breaking waves. We begin with a discussion of non-breaking waves.
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Figure 2-10: Comparison of measured and simulated water profiles during runup of a non-breaking
wave in the case of H/d = 0.3. Observations are shown by squares. The analytical predictions and
numerical calculations are marked by hollow and filled symbols, respectively. The measurements are
provided courtesy of Synolakis (1986).

In several series of computer experiments, we model inundation of the sloping beach by
waves with different H/d ratios. In each series, the bottom water friction is parameterized by the
Manning friction coefficient v, a certain fixed number. In Figure 2-11, we plot the computed
maximum runup R /d versus H/d for v =0, v = 0.02, and v = 0.04. In the same plot, we also
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display laboratory measurements (Synolakis, 1987). We observe that for small non-breaking
waves with H/d < 0.01, numerically simulated maximum runup heights do not depend on v and
are in good agreement with laboratory data. For intermediate non-breaking waves
0.01<H/d<0.03, the computed runup heights show little dependence on the bottom friction
coefficient v; similar results were reported by Lynett et al. (2002). In the case of breaking waves,
those with H/d > 0.03, the maximum runup height strongly depends on v because a wave
becomes a thin layer of liquid traveling up the slope after breaking, and friction is inversely
proportionally to the water depth. Analyzing our computer experiments, we conclude that the
measured runup height can be well approximated for the case in which the Manning friction
coefficient v=0.03.
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Figure 2-11: Non-dimensional maximum runup of solitary waves on the 1:19.85 sloping beach versus
the height of the initial wave. The measured runup values (Synolakis, 1986) are marked by dots. The
dashed line represents maximum runup values computed without an effect of bottom friction, i.e.,
v = 0. The solid lines represent maximum runup values computed with the effect of bottom friction,
i.e., v=0.02 and v = 0.04. The measurements are provided courtesy of Synolakis (1986).

2.3.5 BP5: Solitary wave on composite beach — laboratory

In a series of laboratory experiments, solitary waves of various heights H were generated in
the tank by paddle motion. Their water surface height dynamics were recorded by ten
capacitance gauges. Additionally, the maximum runup on the vertical wall was visually
measured. Records of propagation of solitary waves with various ratios of H/d, where d is the
still water depth, and values of the maximum runup can be found in Briggs et al. (1995). In Yeh
et al. (1996) computational results from several numerical models are compared to certain
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laboratory records, namely cases A, B, and C related to H/d = 0.038, H/d = 0.259, and H/d =
0.681, respectively.

To simulate the laboratory recorded wave dynamics, we discretize the computational
domain shown in Figure 2-4 into grid cell of the length Ax~d/20 and use the time step At=
0.05Vd/g. To model the incident solitary wave, we specify the water surface height at the inflow
boundary located at Gauge 4. Once the wave was generated, the boundary condition is modified
to simulate the non-reflective behavior.

In Figure 2-12, we display the laboratory measured water level in Cases A and C by a line
with hollow circles. In Case A, the generated wave has the ratio H/d = 0.038 and it does not
break in either the laboratory or computer experiments. The computational results in the case of
non-linear shallow water equations are shown by lines with triangles in Figure 2-12. The
comparison of the numerical results in the case of linear shallow water equations is provided in
Figure 2-5.

We note that the wave simulated by the linearized equations does not break while shoring,
whereas the solution to non-linear equations indicates that the wave front sharpens and finally
the wave breaks after reflection from the vertical wall. We conclude that the linear solution
reproduces the observations satisfactorily, while the non-linear solution clearly indicates
shortcomings of the primitive shallow water approximation, due to negligence of the dispersion.

In Case C, the wave front of the numerical non-linear solution sharpens and approaches the
limiting case of a vertical leading edge as the wave approaches the vertical wall. There is also a
timing error with the predicted wave traveling =5% faster than the observed wave. The
sharpening of the wave front and the timing error are probably due to the dispersive terms being
neglected in the primitive shallow water approximation.



70 National Tsunami Hazard Mitigation Program (NTHMP)
x10” Case A CaseC
I T ; T r r : : : . : : :
b [ —%— NLSWE Numerical solution —&— Analytical solution Observations | Gauged E 02 NLSWE Numencal solution —&- Analytical solution Observations | Gauge4
§ 10+ e e 1 § o1 [\ 1
£ 7 - D] £ i g\
- " i = : T |12 o=t S o cee —we T N = e
5 10 1 20 2 2 4 6 [] 10 12 14 16 18 20 2
x10”
E v J ! i E 02f ; S
3 Gauge5 | ||. Gauge5
& 10- o= 1 01 (il fl
|
] 4 b7 I} Al X
3 I\ N> ¥ j\" J
2 oo i T 1 gt |2 bt “ooepo— e comeso i —.;-F‘—_—T—T:‘—_",-l‘-_.”_ _—
[3 10 15 20 F3 2 4 6 [} 10 12 I 16 18 20 2
_ x10”
E J E 02
¥ Gauge6 | ||+ R \ Gauge6
& 10} 594 \ f\
§ _ff \ JI'\\'.__ E | '\‘ ! ‘.." \
2 oy . ) ey i, S | . - ﬁ'\.x R A~ T e pram—
5 10 15 20 2 2 4 & [ 10 12 14 16 18 20 22
x10”
g M— - - T .
3 Gauge7 | (|- A " Gauge7
& 10 3 CRIErTe |II'\ J” i
§ J"\ [\”\ ¥ f\ | / 'I‘
- " - _-1 o \
2 O 4 = - —r . = ok St ol > Xv — emi— —-—f:ﬁ——_—"‘r"’- o ==
5 10 15 20 2 2 4 [] 10 12 14 16 18 20 2
x10”"
g 20— T T T = € 02F y 3
il Gauge8 |5 N A Gauge8
10 . ) \ f
17 N PN 3" A /\ |
20 H R : - = . 3 [Tl A B it e
. ; - L e 1 2 o—a-ipea spiap g7~ = -~ =t i e
5 10 15 20 25 2 4 6 [] 10 12 14 16 18 20 22
%107
20— T T T £ T T 7
E € 02
% Gauge9 | || 1 A Gauge9
1ok o A J I\ |
; | l,\\‘lk\‘ im J-‘Q'\_ f."l‘
2 of I I = L \—‘?—'—'T"—'"— - = ok . r“ “A “'-"“F\ TSV TS T -
[ 10 15 20 2 4 ] [] 10 12 14 16 18 20 2
107
E 201 T T T T E 02 T T T T T T T T
= % Gauge10 || Ao Gauge1(
£ w0 Jr-ﬁUJ\& 8 pqf III‘, I R
. / \ ¥ [
i i !-J—“ WA
] £/
2 o . ¥ ST S N | N — e .~ e
5 10 15 20 25 2 4 6 L] 10 12 14 16 18 20 22
003 T T T T T T T T T T T T T
E E 04 A
o2} P Wall 3 fl Wall
2 WANRY 2 02 [
g e I & ~ Il \\‘r—“" f T : ; Ok == —— . — — — - = = —_ - — = =
5 10 15 20 25 2 4 6 [] 10 12 14 16 18 20 22
Time. s Time,

Figure 2-12: Comparison between the numerically computed solutions and laboratory measurements
at the gauge locations shown in Figure 2-4. Left plot: Case A, Right plot Case C.

In Table 2-1, we list values of the maximal computed runup at the vertical wall versus the
observed values. For case A, the predicted runup is under-predicted by 10%. For cases B and C,
the error is significantly larger because when the breaking wave collapses into the vertical wall,
the shallow water theory is no longer applicable and more complicated models are necessary to
model the observed runup more precisely.

Table 2-1: Comparison between the numerically computed and measured runup at the vertical wall.

Measured Computed

R, cm R/d R R/d
Case A 2.74 0.13 2.18 0.1
Case B 45.72 2.10 8.81 0.4
Case C 27.43 1.26 12.91 0.6

2.3.6 BP6: Solitary wave on a conical island — laboratory

We simulate propagation and runup of a solitary wave on a conically shaped island. To
validate our numerical method, we use a laboratory experiment focused on studying inundation
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of the Babi island by the 12 December 1992 tsunami. The tsunami attacked the conically shaped
Babi island from the north, but extremely high inundation was observed in the south. A model of
the conical island was constructed in a wave tank at the US Army Engineer Waterways
Experimental Station (Briggs et al., 1995). Figure 2-13 shows a sketch of the conical island and
the location of several sensors that recorded the water level dynamics. Along one side of the
tank, a wave generator directed plane solitary waves toward the island. Interested readers are
referred to Liu et al. (1995) where the laboratory experiments and measured data are described in
detail.
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Figure 2-13: Top-down non-scaled sketch of a conically-shaped island. The solid circles represent
exterior and interior bases of the island. The dotted line shows an initial location of the shoreline. The
dash-dotted line shows the extent of the high resolution computational grid. The dots mark gauge
locations where laboratory measured water level is compared to numerical calculations. The in-flow
boundary condition is simulated on the segment AD, while the open boundary condition is modeled
on the segments AB, BC, and CD. Location of gauges 1, 2, 3, and 4 is schematic, while locations of the
rest of gauges are precise.

Experiments with different wave heights, H, were conducted in the wave tank. A goal of the
experiments was to demonstrate that after the tsunami hits the island, it splits into two waves
traveling with their crests perpendicular to the shoreline. Once these waves meet behind the
island, they collide and produce a local extremum in runup. In this work, we model the highest
generated wave. This is a formidable test of the numerical algorithm because the modeled wave
is steeper than most realistic tsunamis (Titov and Synolakis, 1998).

In our computer experiment, we discretize the entire basin with a coarse resolution grid with
spacing Ax/d = Ay/d = 5/32, where the undisturbed water depth d = 0.32 m. However, in the
vicinity of the conical island, we also construct a fine resolution grid with a cell size Ax/d =
Ay/d = 1/32 to include the entire island and its exterior base. To couple these two grids, we use
an algorithm described by Kowalik and Murty (1993) and Goto et al. (1997) in which the water
flux from the coarse resolution grid is passed to the fine resolution grid, and the water level n
from the fine resolution grid is returned back to the coarse grid at each time step. To simulate the
incident wave, the water level at the boundary AD is set according to measurements at gauges 1-
4, instead of modeling the action of generator paddles. On all other sides of the computational
domain, we define open boundary conditions. The choice of boundary conditions in the model
differs from conditions imposed by horsehair-type absorbers along the tank wall, so the
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computed water dynamics cannot model laboratory data after the time t when wave crest reaches
BC. Therefore, the computer simulation is terminated at t.

On the left plots in Figure 2-14 and Figure 2-15, we compare computed and measured water
level dynamics in the case of H/d = 0.05 and H/d = 0.2, respectively. The computations are
terminated after the first reflection of the wave from the island. The simulated wave breaks and
steepens faster than in laboratory measurements, a well-known effect of the shallow water
approximation in which dispersive terms are neglected. Despite the extensive wave breaking, the
computed runup is in good agreement with laboratory data, as shown on the right plots in Figure
2-14 and Figure 2-15. The error between the measured and simulated runup everywhere around
the island, except the lee side, is within 10%, below suggested errors (Synolakis et al., 2008).
The simulated runup does not match the measured runup at the lee side, due to low order wave
theory used to simulate the vertical velocity in the computer experiment. Still, the error between
the measured and simulated runup at the lee side of the island is less than 20% and is within
acceptable criteria (Synolakis et al., 2007).

004 ] o Meastred —m— Computed ) ~

0.024 90
3.
- 0,00 _
e

m

-0.024 4

T T 2
30 40 50

T T
0.02 -{ —A— Measured Computed , ]
e 16 1
001 ]
& 0.00 S 0d
-0.01 :
002 —a— Meastred —m— Compyed
% [Gege22]
age 22
\ ]
- 0.00 \
U‘ \
-0.01 N ]

T T 3
30 40 50

270
Case A Time. s m  Measured run-up —4&— Computed run-up Initial shoreline

m

@
s
>
3

Sl ey
g

m

Figure 2-14: Left plot: comparison between the computed and measured water level at gauges shown
in Figure 2-13 for an incident solitary wave in the case of H/d = 0.05. Right plot: comparison between
computed and measured inundation zones. Top view of the island, with the lee side at 90°. The
dotted line represents the initial shoreline. The measurements are provided courtesy of Briggs et al.
(1995).
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Figure 2-15: Left plot: comparison between the computed and measured water level at gauges shown
in Figure 2-13 for an incident solitary wave in the case of H/d = 0.2. Right plot: comparison between
computed and measured inundation zones. Top view of the island, with the lee side at 90°. The
dotted line represents the initial shoreline. The measurements are provided courtesy of Briggs et al.
(1995).

2.3.7 BP7: Tsunami runup onto a complex three-dimensional model of the Monai Valley
beach — laboratory

A laboratory experiment, using a large-scale tank at the Central Research Institute for
Electric Power Industry, was focused on modeling runup of a long wave on a complex beach
near the village of Monai (Liu et al., 2007). The beach in the laboratory wave tank was a 1:400
scale model of the bathymetry and topography around a very narrow gully, where extreme runup
was measured. The incoming wave in the experiment was created by wave paddles located away
from the shoreline, and the induced water level dynamics were recorded at several locations by
gauges. Figure 2-16 shows a snapshot of the simulated water level and the relative location of the
gauges with respect to the shoreline.
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Computational time = 12.0 seconds

Chs

Figure 2-16: The 3-D view of the computational domain and numerical solution at 12 seconds.
Locations of gauges, at which the modeled and measured water level dynamics are compared, are
shown by arrows. Abbreviations Ch5, Ch7, and Ch9 stand for Channel 5, 7, and 9, respectively. The
inlet boundary is modeled at x = 0. At y = 0 and y = 3.4, the reflective boundary conditions are set.

The computational domain represents a 5.5 by 3.4 m portion of the wave tank near the shore
and is divided into 0.014 x 0.014 m grid cells. The incident wave is prescribed at x = 0 for the
first 22.5 seconds, after which a non-reflective boundary condition is set at x = 0. The boundary
conditions along segments y = 0, y = 3.4, and x = 5.5 are set to be totally reflective. To model the
bottom friction, we select v = 0.01, which is the closest value of the Manning’s coefficient for the
smooth bottom material of the wave tank. The time step is set to 5-107* seconds to satisfy the
stability condition.
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Figure 2-17: Comparison of the computed water height with the laboratory measurements at water
gauges Ch5, Ch7, and Ch9. The measurements are provided courtesy of the Third International
Workshop on Long-Wave Runup Models (Liu et al., 2007).

Figure 2-17 shows plots of the computed and measured water surface dynamics by lines
marked with triangles and rectangles, respectively. The water level dynamics are shown at
channels 5, 7, and 9 for the first 25 seconds, during which the maximum runup occurs. As noted
by (Zhang and Baptista, 2008), the observed water elevation for the first 10 seconds cannot be
accurately modeled due to the existence of initial water disturbances in the wave tank. In the
computer experiment, the positive wave arrives at the gauges less than 0.3 seconds after the
measured wave. Also, the maximum computed water level at each gauge is less than the
measurements by less than 5%. Therefore, we conclude that despite minor inconsistencies, the
numerical solution matches well with observations at each gauge.
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Figure 2-18: Left side: frames 10, 25, 40, 55, and 70 from the overhead movie of the laboratory
experiment. The time interval between frames is 0.5 seconds. The dashed yellow line shows the
instantaneous location of the shoreline. Right side: snapshots of the numerical solution at the time
intervals corresponding to the movie frames. The blue shaded area corresponds to the water domain
and is considered to be wet. The frames are provided courtesy of the Third International Workshop on
Long-Wave Runup Models (Liu et al., 2007).
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In addition to point-wise comparison at the gauges, we plot snapshots of the computed and
observed water height of the whole domain. On the left side in Figure 2-18, we display five
frames extracted from a video taken during the laboratory experiment. These frames are 0.5
seconds apart and are focused on the narrow gully where the highest runup is observed. On the
right side in Figure 2-18, we show snapshots of the numerically computed water level at times
synchronous with those of the video frames. Side-by-side comparison of these series of frames
reveals a good agreement of the numerical solution to the observations throughout the domain,
where the maximum runup occurred. Furthermore, Figure 2-18 shows that the numerical method
is able to capture a rapid sequence of runup and rundown.

2.3.8 BPS8: Three-dimensional landslide — laboratory

Large-scale experiments have been conducted in a wave tank with a plane slope (1:2)
located at one end of the tank. Detailed description of the tank geometry and experimental
equipment can be found in Liu et al. (2005). A solid wedge was used to model the landslide. The
horizontal surface of the wedge was initially positioned either a small distance, A, above or
below the still water level to reproduce a subaerial or submarine landslide.
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Figure 2-19: Schematic of the experimental setup. Locations of the water gauges are marked by green
dots. The profiles along which the runup is measured are shown by red lines.
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The wedge was released from rest, abruptly moving downslope under gravity. The wedge
was instrumented with a position indicator to determine the velocity and position time histories.
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Figure 2-20: Time histories of the block motion for the submerged case with A = -0.025 m and A =
-0.1m.

The goal of this benchmark problem is to compare the numerical predictions with the
laboratory measurements. The domain, shown in Figure 2-19, was discretized with Ax = Ay =
5-107 meter spatial resolution and a time step of 10™ seconds. Location of the wedge was
prescribed according to the time histories of the block motion, shown in Figure 2-20. Figure 2-21
displays the comparison between the measurements and the numerical solution.
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Figure 2-21: The top plots show the comparison between the computed and measured water level
dynamics at two gauges, shown in Figure 2-19. The bottom plots show the comparison between the
computed and measured runup along two profiles, shown in Figure 2-19.

We note that the numerical solution to the non-linear shallow water equations has some
numerical instability due to the formation of the shock wave.

2.3.9 BP9: Okushiri Island tsunami — field

The bathymetry/topography digital elevation model (DEM) for Okushiri island was
provided by the Disaster Control Research Center (DCRC) at Tohoku University, Japan. The
data consist of several nested grids of increasing spatial resolution ranging from 450 m to 5 m.
The grids are focused on the Monai and Aonae regions where the maximum runup and
devastation was reported in 1993.

We began to analyze computational results by comparing the numerically computed water
level dynamics to tidal gauge records of the first hour after the earthquake. Figure 2-23 shows
the computed and observed water level dynamics at the stations, marked in Figure 2-22 by
triangles. The arrival time of the computed wave matches well with the arrival of the leading
tsunami wave. The correlation of positive and negative phases between the computed and
observed waves is rather good, although the computed wave at both locations has a larger range




80 National Tsunami Hazard Mitigation Program (NTHMP)

and frequency of variability than the observed wave. The discrepancies between the measured
and observed waves can be explained by the lack of detailed bathymetry near tide stations,
limitations of the shallow water approximation model, and inaccuracy of the specified initial
conditions.
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Figure 2-22: The computational domain used to simulate 1993 Okushiri tsunami. The triangles mark
the locations of the tide gauge stations that observed water levels to which we compare model
dynamics. The contours mark the seafloor displacement caused by the Hokkaido-Nansei-Oki
earthquake (Takahashi et al., 1995).
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Figure 2-23: Computed and observed water levels at two tide stations located along the west coast of
Hokkaido island during 1993 Okushiri tsunami. The observations are provided courtesy of Yeh et al.

(1996).

Figure 2-24 shows the locations on Okushiri island where the runup was measured shortly
after the 1993 tsunami. To compare the computed and observed runup, we discretize the
shoreline into several regions, with each region enclosing the part of the shoreline lying closer to
a certain observation point than to any other. Within each region, we compute the maximum and
minimum values of the simulated runup and compare this variability to the observations at each
point. We note that almost everywhere around the island, the observed values lie within the
modeled range of variability. There are, however, several exceptions where the modeled runup
underestimates the observations. For example, the modeled runup in the narrow gully near the
village of Monai is underestimated partially because of the reasons discussed below.
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Figure 2-24: The computed and observed runup in meters at 19 locations along the coast of Okushiri
island after the 1993 Okushiri tsunami. The observations are provided courtesy of Kato and Tsuji

(1994).

We recall that near Monai village the runup is modeled using 5 meter resolution

computational grids. The bathymetry/topography data within the 5 meter grid are based either on
the DEM provided by the DCRC, or on the DEM used to construct a wave tank in the laboratory
experiment discussed in the previous sub-section. In both DEMs, the narrow gully is identical,
but there is a small difference in elevation near the shoreline. The numerical computations using
the DCRC DEM show that the computed maximum runup in the narrow gully is 17.2 m. By
comparison, utilizing the wave tank DEM, the resulting runup in the gully is 21.5 m. We
emphasize that model parameters as well as bathymetry/topography in computational grids
coarser than 5 m are the same in both simulations. The difference between the maximum runup
values in these two simulations reveals the high sensitivity of the runup to nearshore
bathymetry/topography, and underlines the importance of the near-shore bathymetry data for
accurate runup predictions. Therefore, the discrepancy between the measured and computed
runup values may be explained by the lack of accurate bathymetry/topography data near Monai,
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uncertainties in the initial water surface displacement, or finally by limitations of the shallow
water approximation to model 3-D flows.

In Figure 2-25, we show a sequence of snapshots depicting the simulated waves inundating
the city of Aonae. The 0, 5, and 10 meter ground elevations contours are shown by thick lines.
The first snapshot corresponds to 280 seconds after the earthquake, and each snapshot is 60
second after the previous one. In the first snapshot, it is easy to observe the approaching 5 meter
high wave via water level contours shown by the dashed lines. While the wave approaches the
Aonae peninsula, it drastically steepens over the shallow areas as shown in the second snapshot,
shown upper right. The wave runs-up on the western side on the Aonae peninsula and reaches
the 10 meter high mark. In the third snapshot, shown lower left, the wave sweeps across the
peninsula. The speed of the water traveling across the tip of the peninsula, where the greatest
destruction occurred, is numerically estimated at up to 12 m/s, which is in good agreement with
observations. In the last snapshot, shown lower right, we show the Aonae peninsula after the
retreat of the computed wave.
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Figure 2-25: Numerical modeling of a tsunami wave overflowing the Aonae peninsula, viewed from
above. The dashed black and solid red contours represent the water level and land elevation,
respectively. The upper left plot shows an approaching 5 meter high wave. As the wave approaches, it
steepens and overtops the peninsula as illustrated by the upper right plot. In the lower left plot, the
wavefront bends around the peninsula and propagates in the direction of Hamatsumae. In the lower
right plot, the water retreats and the seabed becomes partially dry.

2

We note that due to the shallow depth around the peninsula, the simulation reveals that the
wavefront bows, then bends around the Aonae peninsula, and subsequently hits the town of
Hamatsumae. The computed runup at Hamatsumae reaches 15 m and matches well with field
observations. Numerical modeling shows that during the reflection of the first wave that hit
Hamatsumae, a wave traveling toward the Aonae peninsula has formed. Both in the computer
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experiment and in eyewitness reports, this second wave hits the Aonae peninsula from the south-
east direction approximately 10 minutes after the first wave. The damage due to the second wave
is localized on the eastern side as reported by eyewitnesses. In Figure 2-26, we provide the
contours of the maximum computed runup around the Aonae peninsula. This computer
experiment shows that the numerical algorithm is stable, successfully models the overland flow,
and captures the runup of reflected waves.

T

Observed: 8.3 - 13.2m

{ Observed: 3.2 - 10.2m

5 Observed: 12.4m

J - Computed: 12-16m
I:I Computed: 8-12m
Computed: 4-8m

Figure 2-26: The computed and observed runup in the vicinity of the Aonae peninsula after 1993
Okushiri tsunami. The triangles mark the locations where the observations were conducted. The
computed runup distribution has a local maximum near Hamatsumae, as observed by eyewitnesses.
The observations are provided courtesy of Kato and Tsuji (1994).

24 Lessons learned

A numerical model for the simulation of tsunami propagation and runup is verified and
validated using NOAA standards and criteria. In computer experiments modeling the
propagation and runup of tsunami waves, specified by BP1, BP2, BP4, BP6 and BP7, numerical
calculations are within the established errors proposed by Synolakis et al., (2008).

The analytical solution in BP3 is derived under circumstances that prohibit any direct
employment of the analytical solution in accurate benchmarking of the tsunami models.
Therefore, we suggest that this benchmark should be replaced by a problem that is similar in
nature.

The numerical results agree with the runup measurements in Case A of BP5, but do not
predict the runup in Case B and Case C, if the water dynamics is modeled by using the non-
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linear shallow water equations. It seems that in these lab experiments, a wave hitting the vertical
wall creates air bubbles that produce a splash that is actually measured in Case B and Case C.

In BPS, the numerical results derived within the non-linear shallow water approximation
show numerical instabilities that are due to a shock formation at the edge of the triangular wedge
modeling sliding material. It is still unknown whether a Boussinesq approximation would help to
eliminate the shock formation and produce better agreement with the laboratory measurements.
Anyway, we emphasize that the geometry of the rigid sliding block used in this BP is too simple
to represent an actual landslide. Therefore, we suggest that this benchmark should be replaced by
a problem with a more realistic geometry of the sliding material.

In BP9, the computed runup around Okushiri island is within the variability of field
observations. However, the local extreme runup, e.g., in the narrow gully near the village of
Monai, is sensitive to the near shore interpolation of bathymetry/topography. The computer
simulation of the 1993 Okushiri tsunami also captures the overland flow at the Aonae peninsula,
where the maximum destruction was reported.

2.5 Proposed benchmarks

Benchmarking of the seiche tsunami model (1a)-(2a) that shares the same runup algorithm
as the tectonic tsunami model is partially addressed by the list of considered BPs. Unfortunately,
it is hard to derive an analytical solution for the full system (1a)-(2a). However, it is possible to
model a physical effect of these terms as follows. The ground velocity ug has non-zero values
only for a few seconds, i.e., over the period when the horizontal tectonic displacement occurs.
Within this time period the water velocity, u, can be considered small and then the water surface
displacement can be approximated by v -u . In the case of the parabolic water basin, this initial

disturbance is a plane profile. Therefore, we propose to test the model against the analytical
solution in the cases of frictionless water flow in 2-D parabolic basins that can model fjord-type
settings typical of the Alaska coast. The analytical solution to this problem is described as
nonlinear normal mode oscillations of water (Thacker, 1981). We assume that the bathymetry is
given by

h=hy(x* +y>=17)

Then, an analytical solution to (1)-(2) is described by oscillations such that the water surface
remains planar:

& =ah,(2xcos 't —2ysin o't —a),
where a is the amplitude of the motion, 20’ = f +vJw .and v = £ +8gh, .

To conduct numerical experiments, we set L = 500, g = 9.8, hp =10, a =1, and = 0.01. To
estimate accuracy of the numerical scheme we compute the numerical solution on the series of
grids (Ax = 5, Ax = 2.5, and Ax = 1.25) and compare it to the analytical ones. In all
computations, the time step At is fixed and is equal to 10T, where the constant T is a period of
oscillations, i.e., T = 2n/®w’. The numerical water surfaces after the third revolution are shown in
Figure 2-27.
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Figure 2-27: Water height profiles §(x, 0, t) for numerical (solid) and analytical (hollow) solutions at t =
3T, 3.1T, 3.2T, 3.3T, 3.4T, and 3.5T, where T is the period of the corresponding oscillatory mode.
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3 ATFM (Alaska Tsunami Forecast Model)

Bill Knight

Zygmunt Kowalik: University of Alaska, Fairbanks- Institute of Marine Sciences (UAF-IMS)

Paul Whitmore: NOAA/NWS/West Coast and Alaska Tsunami Warning Center (WCATWC),
Palmer, AK

Bill Knight: WCATWC, Palmer AK, UAF-IMS, Fairbanks, AK

3.1 Introduction

The Alaska Tsunami Forecast Model (ATFM) began as a collaborative effort between two
of the members (Kowalik and Whitmore) and became operational at the WCATWC in 1997
(Kowalik and Whitmore, 1991; Whitmore and Sokolowski, 1996). This is known as the “classic”
model currently used in WCATWC operations. This model has been tested against the analytical
solutions of Carrier and Greenspan (1958) and Thacker (1981). From 2004 on, the model has
been substantially reworked into a second forecast model, which is called ATFMv2. The
benchmark challenge problems were computed with this newer model.

The design philosophy behind both models is to focus on tectonic sources and to use the
models to pre-compute hundreds of tsunami “scenarios”. Because of the tectonic-only usage, a
subset of the benchmarks proposed in Synolakis et al. (2007) has been validated here.

3.2 Model description

The ATFM solves the non-linear shallow water equations. Two equations of motion and one
continuity equation are formulated in spherical coordinates and solved on structured, nested
meshes. The two horizontal components of velocity (U and V) are depth averaged. The vertical
component of velocity (W) is not considered in the hydrostatic formulation.

The solution technique for U and V' is based on a differencing method described in Kowalik
and Murty (1993), and the sea level (1) is computed with a second-order accurate, upwind
scheme that conserves mass to machine accuracy (Van Leer, 1977). The runup / run-down
method is based on the VOF approach pioneered by Nichols and Hirt (1980), and Hirt and
Nichols (1981). There is no explicit dispersion in the model, although a non-hydrostatic addition
is under development and is in the testing phase (Walters, 2005, Yamazaki et al. 2009). Sub-
meshes are nested within parent meshes to increase spatial resolution where needed. Information
is passed both from low to high resolution meshes and back, based on a mass conserving
interconnect scheme (Berger and Leveque, 1998). Discretization for the 3 field variables (U, V,
and n) uses the staggered “C grid” layout.

The model is coded in FORTRAN 90 and in Co-array FORTRAN. It has been run on PCs, a
Cray X1, and a Penguin Computing cluster comprised of Opteron processors.
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Some notation:

R, = radius of earth (assumed uniform)

Q) = earth’s rotation rate

A = longitude, ¢ = latitude

U and V are the east, and north pointing velocity components
1 = sea surface elevation

h = still water depth

€ = ocean bottom uplift

o = dimensionless bottom friction parameter

G = gravity acceleration

The equations solved are:

v, _U 99U, Vou_Uv — ind —— 9 _ 2 2
6t+Recos¢6)l+R96® Re tan ¢ = 2QVsin ¢ Recos ¢ A us+v (+h 3 (D
o, U ov Vvov, U? _ _Som_ JU? 2
6t+Recos¢6/1+Rea(2)+ tanq.')— 2QU sin ¢ e6¢> Uu+V (+h 5 2)
o _%y 1 9 ((n+h- )+ 2 ((+h—8&Vcosg) =0 3)
at 0t  Rpcos¢ oA n cos¢ dp n

The UV and U? terms in the equations of motion (1 and 2) are small and are neglected in the
ATFM. Note that for benchmark problems 1, 4, and 6, the equations were also re-formulated in
simpler 2-D Cartesian coordinates.

3.2.1 BPI: Solitary wave on a simple beach — analytical

The model solution is compared to an analytical solution of the one dimensional, hydrostatic
shallow water equations. With that comparison in mind, the bottom friction parameter has been
set to zero. Numerical dispersion is also near zero through the choice of high spatial resolution.
The problem set up is shown in Figure 3-1.
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Figure 3-1: Initial condition for BP1. Note figure is not drawn to scale. The right vertical scale shows
the range of sea level used in the benchmark, and the left vertical scale shows the ratio of maximum
heights (H) to depth (D).

The runup (R) in this and in later benchmarks is defined as maximum height reached by the
water on dry land. In this benchmark, runup (R), sea level (1), and time (t) are replaced with

their dimensionless counterparts g,%, and t * \/g. The beach slope is fixed at 2.88 degrees and
the initial non-dimensional amplitude (H/D) is set to 0.019. At to, the solitary wave is positioned
such that the sea level equals e of the maximum height H at the toe of the slope (X/D = 20). The
“beach” is the origin of the coordinate x, with x increasing towards deep water. A uniform mesh

with resolution D/20 was used to compute sea level profiles at six dimensionless times. The time
step was set at ﬁ \E to insure the Courant-Friedrichs-Lewy (CFL) condition was met. Results

are displayed in Figure 3-2 and Figure 3-3.
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Figure 3-2: Non-dimensional sea level profiles as a function of non-dimensional distance for BP1.
Dashed red lines are the analytic result while the solid blue are modeled results for dimensionless
times t = 35 to 45.
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Figure 3-3: Non-dimensional sea level profiles as a function of non-dimensional distance for BP1.
Dashed red lines are the analytic result while the solid blue are the modeled results for dimensionless
times t =55 to 70.

The maximum predicted runup (R/D) is 0.0901 at t= 55.4. This is within 2% of the
theoretical runup value. The total system mass, normalized to the initial solitary wave mass,
varies by only 1.0x10°° during the model run. Additional plots of sea surface elevation vs. time at
two positions x/D = 0.25 (near the initial shoreline) and x/D = 9.95 (between beach and initial
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solitary wave crest are displayed in Figure 3-4. The data gap at x/D = 0.25 for dimensionless
times 67 <1< 82 occurs when the beach is temporarily dry. Normalized RMS errors (Horrillo and
Kim, 2011), are under 3% in all cases.
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Figure 3-4: Non-dimensional sea level as a function of non-dimensional time at two positions for BP1.
Dashed red lines are the analytic result while the solid blue lines are model results.

The results previously shown were obtained with a mesh resolution of D/20. To investigate
the approach to mesh independence, the maximum runup was recomputed with resolutions
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increasing from D/2 to D/256. Figure 3-5 shows the approach to a final value of R/D which is
within 3.1% of the theoretical value of 0.0889.
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Figure 3-5: Comparison of non-dimensional model runup (blue line) to the analytical result (red line)
with increasing mesh resolution. All other computations for this benchmark were computed with
D/DX = 20.

3.2.2  BP4: Solitary wave on a simple beach — experimental

This benchmark is the experimental counterpart of BP1. The model results are compared to
data obtained in a rectangular flume tank (Synolakis, 1986). In this benchmark test, the ATFM
used more realistic non-zero values of bottom friction and horizontal friction. Some dependence
on these parameters is noted. Two cases are modeled: one is a non-breaking solitary wave
(H/D = 0.0185) and the second is a breaking wave (H/D = 0.3), using initial conditions as
illustrated in Figure 3-1 In the latter case, a reasonable fit to observation could only be obtained
with the non-hydrostatic pressure field included in the ATFM. The model depth D was set at 30
cm and resolution at D/20 for both runs. Results are displayed in Error! Reference source not
ound. and Figure 3-7. Model results are in black and experimental data in red. The plots show
the best model result obtained, which occurred with bottom friction o = 0.01 (dimensionless) and
horizontal friction v =0.01 m%s. The hydrostatic ATFM result for H/D = 0.3 is shown in Figure
3-8 for comparison.
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Solitary Wave on a Simple Beach CASE H/D= 0.0185
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Figure 3-6: Non-dimensional sea level vs. non-dimensional distance for several non-dimensional
times. Model results and experimental data for H/D = 0.0185. Model results in black, experimental

data in red.
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Figure 3-8: Hydrostatic model

results and experimental data for H/D = 0.3. Model results in black,

experimental data in red.
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Figure 3-9: Model results for R/D, for increasing H/D, with various values of o and v.
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A sequence of solitary waves with increasing H/D was modeled and compared to
experimental results (shown in Figure 3-9). The model results are quite sensitive to variations in
the friction parameters, although with suitable choices, the experimental results are reproduced
fairly well.

3.2.3  BP6: Runup around a conical island — experimental

This benchmark is based on a series of experiments conducted at the U.S. Army Engineer
Waterways Experiment Station in Vicksburg, MS (Briggs et al., 1995). Details can be found at
http://chl.erdc.usace.army.mil/chl.aspx?p=s&a=Projects;35. An island, idealized as a conical
frustum, is placed near the center of a flat-bottomed rectangular tank. The tank dimensions are
30 m wide by 25 m long and the island is 7.2 m in diameter at the base, 2.2 m at the top, with a
uniform slope of 1 in 4. The water depth (D) is 0.32 m. In three separate experiments, a plane
solitary wave is produced with wave paddles. The waves are generated at one side of the tank
and overtake the island as they travel toward the opposite side. Gauges placed at several
locations record the “sea surface” time series. The angular distribution of runups is also recorded.
The three cases, labeled “A”, “B”, and “C”, have starting H/D ratios of 0.045, 0.096 and 0.181
respectively. The benchmark task is to replicate the time series from 4 of these gauges along with
the island runups for the three cases. A “zeroth order” model challenge is to reproduce the wave
splitting at the forward side of the island, refractive wrapping around both sides, and then
recombining at the lee side of the island to produce a runup spike. Figure 3-10 shows the model
result for Run C.

t=29s t=30s t=31s

Figure 3-10: Run C model results for BP6 in one second steps from time t = 29 to 34 seconds.



98 National Tsunami Hazard Mitigation Program (NTHMP)

Case C required the non-hydrostatic version of the ATFM to both adequately resolve the
initial wavelength and to prevent the wave front from steepening prior to island impact. All runs
were then treated as non-hydrostatic problems. In the three cases, a “parent” mesh resolution of
D/2 was chosen, and a single nested sub-mesh with spatial resolution of D/32, centered on the
island, was added. The sub-mesh length and width equaled the base diameter of the island. The
arrangement is illustrated in Figure 3-11. Gauges 9 through 22 are placed in 8 cm of still water
depth, and gauge 6 at the base of the island at 32 cm depth. The experimental wavemaker
trajectory data were splined to produce a smooth driving function for the left side of the domain.
The absorbing sides of the experimental wave tank were modeled with a telescoping mesh along
three walls to replicate radiation boundary conditions. The amplitude of the initial modeled
waves were higher than predicted from the nearest gauge data, so all amplitudes in the
wavemaker paddle trajectory files were scaled by 0.9 to get a better match. No further alterations
to the experimental data were made. Results with the non-hydrostatic model using a single grid
at a resolution of D/8 were comparable, although the run time was significantly longer.

Sub-mesh
—
| gauge 22

— -

? gauge 16

Direction of wave propagation

Figure 3-11: Plan view sketch of BP6 domain, sub-mesh, and gauge locations.
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The gauge time series for runs A, B, and C are displayed in Figure 3-12 and the runup

results in Figure 3-13.
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Figure 3-12: Surface elevation vs. time at four gauge locations for BP6, Cases A, B, and C. Model results

are in black, and the experimental data are in red.
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Figure 3-13: Comparison of model runup results with experimental runups for BP6: cases A, B, and C.

3.2.4 BP9: Okushiri Island tsunami — field

Bathymetry and sea surface deformation data files for this study were copied directly from
the PMEL download site (http://nctr.pmel.noaa.gov/benchmark/Field/Field Okushiri/index.html)
and used without modification. This benchmark is based on the Sea of Japan earthquake and
tsunami of 1993.

The first challenge is to reproduce tide gauge data for Iwanai and Esashi, located on the
western side of Hokkaido. A 3x3 array of model grid points centered on each of the two
corresponding coastal coordinates produced 9 time series for each location. The best fit from
each set of nine model results for these two cases was kept and these are displayed in Figure
3-14. The results for Esashi replicate the observed data rather well while the case for Iwanai is
not as good.




MODEL BENCHMARKING WORKSHOP AND RESULTS 101

= QKUSHIRI - July, 12 1883
. a5 e FAARAT
;' aifm - NRMS0=35%
| 3 -~ #fm - ERR Mg Wis Amp =28% | |
prmmma i T ™
n(m) o —t N T LA ol .
At e S % e, L — “'1
LY .r"-....-'
| L I S—
- ---H"ITI
-3 —— GALGE DATA
_‘. b bbb ————————————————————— bbbl ——————— : ......... .- po— |
b B |57 -
. atfm - MRMS D1 0%
20 atfm - ERR Max | Amp 8%
1 - L - LY
il L1 - i,
1 im) 0 e——— e r.‘_:-t_w:"! " Jr Sy
1 . ot R |
g |
-2
.}-
_‘ .............................................................
(] 10 20 30 40 50 B0
Tirmes{min}

Figure 3-14: Comparison of model results with tide gauge data from the Iwanai and Esashi gauges.
Model results are in black, and the measured data are in red.

There appears to be an extensive harbor structure at Iwanai — note map link at:
www.tiptopglobe.com/city?n=Iwanai&p=15584#lat=42.98519&lon=140.51308&zoom=14.  If
this structure was present at the time of the tsunami and if the tide gauge was positioned within
the harbor, results obtained with more realistic bathymetry would be required.

The next benchmark test is to reproduce the inundation sequence and its timing for the
region around the Aonae peninsula and at Hamatsumae on the southern coast of Okushiri Island.
One minute model snapshots are shown in Figure 3-15. The first inundating wave arrives 310
seconds following the earthquake event time. After arriving on the western edge of Aonae, the
wavefront is refracted around the tip of the peninsula and arrives at Hamatsumae approximately
four minutes later. A reflected wave front, moving westward at this time produces a second
inundation on the east side of Aonae fourteen minutes following the initial arrival. Maximum
runup and amplitude contours in the vicinity of Aonae are plotted atop local bathymetry and
elevations in Figure 3-16. The predicted runup exceeds 12 m near Hamatsumae. Runup
predictions for points along the coast of Okushiri Island are compared to field data in Figure
3-17.
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6 minutes

139.48 1

10 minutes 19 minutes

Figure 3-15: Model inundation sequence along the Aonae Peninsula from the 1993 Okushiri Island

Tsunami.
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Figure 3-16: Maximum model runups and tsunami amplitudes. Magenta is 14 m, red is 12 m, and
orange is 10 m. The original coastline is drawn in blue. The arrow locates the region near

Hamatsumae.
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Figure 3-17: Comparison of model inundation forecasts with observations for the 1993 Okushiri Island
Tsunami. The spread in model results is from a series of runups at grid points near the test point.

3.3 Observations and next steps

The tests in this report show that the ATFM does a good job of meeting the NOAA tsunami
model validation tests set forth in the standards document (Synolakis et al., 2007). In order to get
reasonable correspondence with experimental data for some parts of benchmarks 4 and 6, a non-
hydrostatic treatment was required. This brings up some questions: does a non-dispersive model
leave out important tsunami physics? For large wavelength tectonic sources, is some essential
predictive skill left out with the hydrostatic simplification?

Other questions pertain to the use of nested meshes. There are many ways to connect meshes
and some of the schemes in use might be unacceptable in certain situations. Are two nested sub-
meshes with refinements of 3 and 3 better than a single sub-mesh with a refinement of 97 Under
what conditions is two-way data flow between child and parent meshes important? What
guidelines can be developed to determine the minimum level of spatial resolution required for
various coastline geometries? How should the shorter wavelengths generated within the high
resolution meshes be coupled to the coarse parent mesh at mesh / sub-mesh boundaries?

The questions indicate that further research is needed for better matching the tsunami
physical process with numerical approximations, and that the additional research would be best
addressed by an inter-agency study group with the findings from their investigation reported
back to the larger modeler community.

Somewhat unrelated to the above discussion is the observation that there is at least one
additional analytical solution to the shallow water equations that includes runup. This solution is
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derived for motion in 1-D or 2-D parabolic basins (Thacker, 1981). The solution would be a
particularly useful benchmark challenge for future developments in seiche forecasting.
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4 Fully Nonlinear Boussinesq Wave Model FUNWAVE-TVD, v. 1.0
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Narragansett, RT 02882

4.1 Introduction

This report describes the benchmark testing of the Boussinesq model FUNWAVE-TVD
which has been carried out as part of the Benchmark Workshop exercise for the National
Tsunami Hazard Mitigation Program. The benchmark tests described here are taken from
Synolakis et al. (2007). The report is organized as follows. Section 4.2 provides a description of
the model equations and numerical scheme. Section 4.3 provides basic information on
hydrodynamic considerations used to judge basic model validity. Sections 4.4 and 4.5 describe
benchmark tests for analytical and laboratory cases, respectively. Data for each benchmark are
obtained from http://nctr.pmel.noaa.gov/benchmark/. FUNWAVE-TVD is distributed as open
source code. General users may obtain the most recent tested version from the web site
http://chinacat.coastal.udel.edu/kirby/programs/index.html//, which provides this code along with
other programs developed at the Center for Applied Coastal Research. The code is provided
along with a UNIX/Linux makefile, a users manual (Shi et al., 2011), and input files for
executing the tests described in the manual. The present report will also be updated with each
major change in program version. Input files and scripts for executing the benchmark tests
described here are provided at

http://chinacat.coastal.udel.edu/programs/funwave/funwave.html.

Version control for FUNWAVE-TVD is done using SVN (Collins-Sussman et al. 2004). Users
who would like to become part of the development team should contact Fengyan Shi
(fyshi@udel.edu) or Jim Kirby (kirby@udel.edu).

4.2 Model description

In this section, we describe the set of Boussinesq equations that are used as the basis for
FUNWAVE-TVD. FUNWAVE-TVD is formuiated in both Cartesian coordinates and in
spherical (lat-long) coordinates for application to ocean basin scale problems. The benchmarks
considered here are all treated in Cartesian coordinates, and we therefore omit description of the
spherical coordinate model. This may be found in Shi et al. (2011). We retain dimensional forms
below but will refer to the apparent O(x?) ordering of terms resulting from deviations from

hydrostatic behavior in order to identify these effects as needed. Here. x4 is a parameter

characterizing the ratio of water depth to wave length, and is assumed to be small in classical
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Boussinesq theory. The model equations used here follow from the work of Chen (2006). In this
and earlier works starting with Nwogu (1993), the horizontal velocity is written as

u=u,+u,(z) (1)

Here, «, denotes the velocity at a reference elevation z = z_, and

u,(z)=(z,—z)VA +% (Zi —z )VB ()

represents the depth-dependent correction at O (x?), with 4 and B given by

A=V (hu,)

B=V u, &)
The derivation follows Chen (2006) except for the additional effect of letting the reference

elevation 2 vary in time according to

z, =Ch+ By (4)

where /4 is local still water depth, 77 is local surface displacement, and ¢ and g are constants,

as in Kennedy et al. (2001). This addition does not alter the details of the derivation, which are
omitted below.

4.2.1 Governing equations

The equations of Chen (2006) extended to incorporate a possible moving reference elevation
follow. The depth-integrated volume conservation equation is given by

N4V -M =0 )
where
M = Hu, +u2| 6)

is the horizontal volume flux. H =h+7 is the total local water depth and u, is the depth
averaged O(u?) contribution to the horizontal velocity field, given by

Uy = %J.Uhuz (z)dz = (%‘—%(hz —hn +772)JVB + (za +%(h —n)jVA (7)

The depth-averaged horizontal momentum equation can be written as
u,, +(u, Vyu, +gvn+V,+V,+V;+R=0 (8)

where g is the gravitational acceleration and R represents diffusive and dissipative terms
including bottom friction and subgrid lateral turbulent mixing. ¥, and V, are terms representing
the dispersive Boussinesq terms given by

2 2
v, = {%ﬂ VB + ZaVA} - V[% B +nA )} )

v, = V{<za -0, -V)A%(zi -7, -V)B%{AmB]z} (10)
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The form of (9) allows for the reference level 2, to be treated as a time-varying elevation, as

suggested in Kennedy et al. (2001). If this extension is neglected, the term reduces to the form
given originally by Wei et al. (1995). The expression (10) for ¥, was also given by Wei et al.

(1995), and is not altered by the choice of a fixed or moving reference elevation.
The term p, in (8) represents the O(x*) contribution to the expression for @ xu = wi* xu

(with i* the unit vector in the z direction) and may be written as

V, = @i’ xu> +yi* xu, (11)
where

@y =(Vxu,)-i* =v, —u,, (12)
@, = (Vxus)i* =z, (A +z,B,)~z, (4, +2,B,) (13)

Following Nwogu (1993), :_ is usually chosen to optimize, in some sense, the apparent

dispersion relation of the linearized model relative to the full linear dispersion. In particular, the
choice a = (z,/h)*/2 +z,/h = =2/5 recovers a Padé approximant form of the dispersion relation,

while the choice a =-0.39, corresponding to the choice z, = —0.53 4, minimizes the maximum

error in wave phase speed occuring over the range 0 < k4 < 7. Kennedy et al. (2001) showed that
allowing z_ to move up and down with the passage of the wave field allowed a greater degree of

flexibility in optimizing nonlinear behavior of the resulting model equations. In the examples
chosen here, where a great deal of our focus is on the behavior of the model from the break point
landward, we adopt the Kennedy et al. “datum invariant” form

z, =—h+pH =(f-Dh+pn =Ch+(1+)n (14)
with ¢ =-0.53 as in Nwogu (1993) and f=1+¢ =0.47 . This corresponds in essence to a o

coordinate approach which places the reference elevation at a level 53% of the total local depth
below the local water surface. This also serves to keep the model reference elevation within the
actual water column over the entire wetted extent of the model domain.

4.2.2 Treatment of the surface gradient term

The hybrid numerical scheme requires a conservative form of continuity equation and
momentum equations, thus requiring a modification of the leading order pressure term in the
momentum equation. A numerical imbalance problem occurs when the surface gradient term is
conventionally split into an artificial flux gradient and a source term that includes the effect of
the bed slope for a non-uniform bed. To eliminate errors introduced by the traditional depth
gradient method (DGM), a so-called surface gradient method (SGM) proposed by Zhou et al.
(2001) was adopted in the TVD based-Boussinesq models in the recent literature. Zhou et al.
discussed an example of SGM in 1-D and verified that the slope-source term may be canceled
out by part of the numerical flux term associated with water depth, if the bottom elevation at the
cell center is constructed using the average of bottom elevations at two cell interfaces. Zhou et al.
also showed a 2-D application but without explicitly describing 2-D numerical schemes.
Although this scheme can be extended into 2-D following the same procedure as in 1-D, it was
found that the 2-D extension may not be trivial in terms of the bottom construction for a 2-D
arbitrary bathymetry. Kim et al. (2008) pointed out that the water depth in the slope-source term
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should be written in a discretized form rather than the value obtained using the bottom
construction, implying that their revised SGM is valid for general 2-D applications.

For the higher-order schemes such as the fourth-order TVD-MUSCL scheme (Yamamoto
and Daiguji, 1993, Yamamoto et al., 1998) used in the recent Boussinesq applications, the
original SGM and the revised SGM may not be effective in removing the artificial source. This
problem was noticed by some recent authors such as Roeber et al. (2010) who kept a first-order
scheme (second-order for normal conditions) for the numerical flux term and the slope-source
term in order to ensure a well-balanced solution without adding noise for a rapidly varying
bathymetry.

In fact, the imbalance problem can be solved by a reformulation of this term in terms of
deviations away from an unforced but separately specified equilibrium state (see general
derivations in Rogers et al., 2003 and recent application in Liang and Marche, 2009). Using this
technique, the surface gradient term may be split into

1
gHV 1= V[E g1’ +2h n)} —gnVh (15)

which is well-balanced for any numerical order under an unforced stationary condition (still
water condition).
4.2.3  Conservative form of fully nonlinear Boussinesq equations

For Chen's (2006) equations or the minor extension considered here, Hu_, can be used as a

conserved variable in the construction of a conservative form of Boussinesq equations, but
resulting in a source term in the mass conservation equation such as in Shiach and Mingham
(2009) and Roeber et al. (2010). An alternative approach is to use M as a conserved variable in
terms of the physical meaning of mass conservation. In this study, we used M , instead of Hu ,

in the following derivations of the conservative form of the fully nonlinear Boussinesq equations.
Using M from (6) together with the vector identity
V-uv)=Vu-v+((V-v)u (16)

allows (8) to be rearranged as
MM ~ - -
M, +V-[?j+gHV77=H{uz,t +u, -Vus+uz-Vu, =V, =V, =V, —R} (17)

Following Wei et al. (1995), we separate the time derivative dispersion terms in ¥,
according to

yo=vi,+ v (18)
where

) Z2 772

1 =7"‘VB+zaVA—V 73+77A (19)
and
V' =Vn,(4+nB)] (20)

Using (15), (19) and (20), the momentum equation can be rewritten as



MODEL BENCHMARKING WORKSHOP AND RESULTS 109

M A+V- |:M—Ijl:|+V|:%g(772 +2h7) }H{Ez,t tuy Vus +uz-Vu, ~V,, ~V, Vs —V3~R }+ gnV h 21)

A difficulty usually arises in applying the adaptive time-stepping scheme to the time

derivative dispersive terms u,, and V],

which are usually calculated using values stored in
several time levels in the previous Boussinesq codes such as in Wei et al. (1995) and Shi et al.
(2001). The equation can be re-arranged by merging the time derivatives on the right hand side

into the time derivative term on the left hand side, giving

v, +V-[M—;4}+V[%g(ﬂ2 +2h77)} =0,V —Ez)+H(ua cwr +ua-Vu, —V, =V, —V; —R)+g77Vh (22)
where
V=H(u,+V) (23)

In (23), 5, can be calculated explicitly using (5) as in Roeber et al. (2010). Equations (5) and (22)
are the governing equations solved in this study. As V' is obtained, the velocity #_ can be solved

by a system of tridiagonal matrix equations formed by (23) in which all cross-derivatives are
moved to the right-hand side of the equation.

4.2.4 Numerical schemes

The governing equations in FUNWAVE-TVD are discretized on a regular grid using a
hybrid finite-volume / finite-difference approach. The numerical scheme is described in detail in
Shi et al. (2011, 2012) and is omitted here for conciseness. Examples described below are based
on discretizations on regular Cartesian grids with uniform grid spacings in x and y. Terms in

conservative form in equations (5) and (22) are written in finite volume form using a MUSCL-
TVD scheme, while additional terms are written in cell-centered finite differences. An adaptive
third-order Strong Stability Preserving (SSP) Runge-Kutta scheme is used for time stepping
(Gottlieb et al., 2001).

4.2.5 Wave breaking and wetting-drying schemes for shallow water

The wave breaking scheme follows the approach of Tonelli and Petti (2009) who
successfully used the ability of NSWE with a TVD scheme to model moving hydraulic jumps.
The fully nonlinear Boussinesq equations are switched to NSWE at cells where the Froude
number exceeds a certain threshold. Following Tonelli and Petti, the ratio of wave height to total
water depth is chosen as the criterion used to switch from Boussinesq to NSWE. The threshold
value is set to be 0.8 as suggested by Tonelli and Petti.

The wetting-drying scheme for modeling of a moving boundary is straightforward. The
normal flux n-M at the cell interface of a dry cell is set to zero. A mirror boundary condition is
applied to the fourth-order MUSCL-TVD scheme and discretization of dispersive terms in
w ..y, atdry cells.

4.2.6 Boundary conditions and wavemaker

We implemented various boundary conditions including the wall boundary condition, the
absorbing boundary condition following Kirby et al. (1998), and the periodic boundary condition
following Chen et al. (2003).
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Wavemakers implemented in the study include Wei et al. (1999) internal wavemakers for
regular waves and irregular waves. For the irregular wavemaker, an extension was made to
incorporate the alongshore periodicity into wave generation in order to eliminate a boundary
effect on wave simulation. The technique exactly follows the strategy in Chen et al. (2003) who
adjusted the distribution of wave directions in each frequency bin to obtain alongshore
periodicity. This approach is effective in modeling of breaking wave-induced nearshore
circulation such as alongshore currents and rip currents.

4.2.7 Parallelization

In parallelizing the computational model, we use the domain decomposition technique to
subdivide the problem into multiple regions and assign each subdomain to a separate processor
core. Each subdomain region contains a three-rows-deep overlapping area of ghost cells, as
dictated by the fourth order MUSCL-TVD scheme. The Message Passing Interface (MPI) with
non-blocking communication is used to exchange the data in the overlapping region between
neighboring processors. Velocity components are obtained from Equation (23) by solving
tridiagonal matrices using the parallel pipelining tridiagonal solver described in Naik et al.
(1993).

4.3 Basic hydrodynamic considerations

There are two basic states that are required in ensuring that any numerical model works for
predicting evolution and inundations. The first step is ensuring that the model conserves mass;
the second basic step is checking convergence of this numerical code to an asymptotic limit.

4.3.1 Mass conservation
Conservation of mass can be checked by calculating water volume at the beginning and at
the end of the computation. This should be done by integrating disturbed water depth 7(x, y,?)

over the entire flow domain, i.e., if the flow domain extends from the maximum penetration
during inundation x = X, to the outer location of the source region x,and y=y, _ to v, then

the total displaced volume V' (¢) is,
XS YS
viy=[ [ nCey,ndedy (24)
max Ymax
The integral of 7(x,y,t) should be used instead of the integral of the entire flow depth
h(x,y,t)=n(x,y,t)+d(x,y,t) where d(x,y,t) is the undisturbed water depth, because the latter
is likely to conceal errors in the calculation. Typically,n7 <<d offshore, so integrating # will

simply produce the entire volume of the flow domain and will mask errors. Note that testing of
the conservation of mass as above involves placing a closed domain within reflective boundaries
(Synolakis et al., 2007).

Calculations of conservation of mass have been done for all of the benchmark problems
reviewed in this report such that the total initial displaced volume V(¢ =0) was within less than
1% of the total displaced volume at the end of the computation V(¢ =T7) where T represents the

computation end time. It is assumed that the end of the computation is when the initial wave is
entirely reflected and reached offshore. However, with a few changes in Ax and Ay the

conservation of mass can be improved.
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4.3.2 Convergence

Convergence is another basic hydrodynamic consideration that is checked for all of the
benchmarks in this research. Actually, this means checking the convergence of the numerical
code to a certain asymptotic limit, presumably the actual solution of the equations solved. The
grid steps Ax and Ay have been halved, and the time step Az has been automatically reduced to
conform to the Courant-Friedrics-Levy (CFL) criterion. As recommended in the literature,
convergence of the code has been checked through the extreme runup and rundown. Table 4-1
displays convergence of the code tested during the conical island test problem, which is
discussed in Section 5.3 below.

Table 4-1: Maximum runup for gauge 9 for different grid size.

Maximum Runup
Grid Size H/d = 0.045 H/d =0.091 H/d = 0.181
0.1 0.02302 0.04061 0.06311
0.05 0.02303 0.04063 0.06315
0.01 0.02303 0.04064 0.06316
0.005 0.02303 0.04064 0.06316

4.4 Analytical benchmarks

In this section, we compare the numerical results for test cases to the analytical solutions for
the same test cases obtained by using shallow water (SW) wave equations. We also present
several analytic solutions to the 1+1 version of the shallow water wave equations. Although 1+1
models are not completely reliable for tasks such as tsunami inundation mapping, they are the
first step toward testing and validating models (Synolakis et al., 2007).

The following benchmark problems are studied in this section:
1. Solitary wave on a simple beach
2. N-wave on a simple beach

3. Solitary wave on a composite beach

4.4.1 BPI: Solitary wave on a simple beach — analytical
This section covers the canonical problem of the shallow water wave equations, the
calculation of a long wave climbing up a sloping beach of angle £ attached to a constant-depth

region (Figure 4-1). The origin of the coordinate system is at the initial position of the shoreline
and x increases seaward.
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Figure 4-1: Definition sketch for simple beach bathymetry (from Synolakis et al. (2007, Figure A1)).

It is possible to use linear theory to derive exact results for the evolution and runup of
solitary waves (Synolakis, 1986, 1987). Solitary waves have long been used as a model for the
leading wave of tsunamis. Russell (1845) defined solitary waves as great waves of translation,
each consisting of a single elevation wave. While capturing some of the basic physics of
tsunamis, solitary waves do not model the physical manifestation of tsunamis in nature, which
are invariably N -wave like with a leading-depression wave followed by an elevation wave
(Synolakis et al., 2007). The following runup law for the maximum nondimensional runup R is
provided based on the slope of the beach and the nondimensional wave height of the solitary

wave

5
R =2.831./cot fH * (25)
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Table 4-2: Runup data from numerical calculations compared with runup law values.

R/d
. .
d(m) Ax(m) Hid cot() E:‘I;up Ig:lrélslr;;ilns Error(7°)
0.5 0.1 0.03 10.0 0.112 0.110 1.6
0.5 0.1 0.05 10.0 0.212 0.204 3.6
0.5 0.1 0.1 3.333 0.291 0.282 3.0
0.5 0.1 0.48 1.0 1131 1.109 2.0
0.5 0.1 0.01 20.0 0.040 0.042 4.9
5.0 1.0 0.03 10.0 0.112 0.112 0.4
5.0 1.0 0.05 10.0 0.212 0.212 0.2
5.0 1.0 0.10 3372 0.308 0.315 2.4
5.0 1.0 0.10 3372 0.731 0.734 0.3
5.0 1.0 0.294 2.747 1.016 1058 42
5.0 1.0 0.005 20.0 0.017 0.017 11
5.0 1.0 0.01 20.0 0.040 0.039 3.0
100 5.0 0.05 10.0 0.212 0.202 45
100 5.0 0.03 2.747 0.257 0.266 34
100 5.0 0.03 2.747 0.600 0.598 0.4
100 5.0 0.03 20.0 0.040 0.040 0.2

The benchmark problems studied here have depths that range from 50 cm to 1000 m. Also,
for each depth, different slopes and wave heights has been studied. Table 4-2 provides a list of
selected examples that have been modeled, including their maximum runup and the grid size for
each case. Figure 4-2 compares the results of numerical simulations with the runup law
predictions.

In addition, the analytical solution for different times is available for a specific case in which
H/d =0.0019 and S =arccot(19.85). To have the same time with the data it was recommended
that L = arccosh (+/20)/y in which y =+/3H/4d ; therefore, the distance of the wave from the
initial shoreline (.X,) can be written as x, = X, + L (with respect to Figure 4-1). Figure 4-3
shows the profiles and time series of the water at eight different times. Extreme positions of the
shoreline are shown in Figure 4-3 (the maximum runup and rundown occur ¢; 55(d/g)"* and
t; 70(d/g)" ). Figure 4-4 shows the water level fluctuations at two gauge locations, X/d = 0.25

and X/d =9.95. As the figure shows, the point X/d =0.25, which is closer to the initial
shoreline, becomes temporarily dry during the process but the point X/d =9.95 remains wet
throughout the entire length of the numerical simulation.
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Runup Law
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Figure 4-2: Numerical simulation data for maximum runup of nonbreaking waves climbing up different
beach slopes. Solid line represents the runup law (25).

4.4.2 N-wave runup on a simple beach — analytical

Most tsunami eyewitness accounts suggest that tsunamis are N -wave like, i.e., they are
dipolar, which means they appear as a combination of a depression and an elevation wave, and
frequently as a series of N -waves, sometimes known as double N -waves (Synolakis et al.,
2007).

Tadepalli and Synolakis (1994) described an N -wave with leading elevation and depression
waves of the same height and at a constant separation distance. They refer to this wave as an
isosceles N -wave with a surface profile given by

0)= 25 e[y 2, bl X, ) (26)
where
3103
== |12 27
7=\ (27)

which is a nondimensional equation.

The benchmark problems that are studied here have depths that range from 50 cm to
1000 m. Also, for each depth, various slope and wave heights have been studied. Table 4-3
provides a list of selected different cases that have been modeled, including their maximum
runup and the grid size for each case. Figure 4-5 compares the numerical simulation results and
the predictions of the runup law for the N -wave problem.
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As for the solitary wave problem discussed in the previous part, the following expression for

the maximum nondimensional runup of N -waves has been provided based on the slope of the
beach and the nondimensional wave height of the N -wave,

5
R =3.864/cot S H * (28)
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Figure 4-3: The water level profiles during runup of the non-breaking wave in the case of H/d = 0.019

on a 1:19.85 beach. The solid blue line represents the analytical solution according to Synolakis (1986),
and the dashed red line represents the results of numerical simulation.
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Figure 4-4: The water level dynamics at two locations X/d = 0.25 and X/d = 9.95. Solid blue line
represents the analytical solution in according to Synolakis (1986), and dashed red line represents the
numerical simulation.

Table 4-3: Runup data from numerical calculations compared with runup law for N-wave.

R/d
dm 7 Mm)  HAdep) P tons (6
0.5 0.22 0.1 0.05 3.333 0.167 0.165 1.0
0.5 0.44 0.1 0.2 1.0 0.516 0.505 2.2
5.0 0.54 1.0 0.03 10.0 0.152 0.157 3.0
5.0 0.70 1.0 0.05 10.0 0.289 0.286 0.9
5.0 0.99 1.0 0.1 3.732 0.419 0.433 3.3
5.0 1.69 1.0 0294 2747 1.385 1.388 0.2
5.0 0.22 1.0 0.005  20.0 0.023 0.023 0.2
5.0 0.31 1.0 0.01 20.0 0.055 0.056 2.6
100.0 3.12 5.0 0.05 10.0 0.289 0.277 4.0
100.0 6.13 5.0 0.193 2747 0.818 0.826 0.9
100.0 1.40 5.0 0.01 20.0 0.055 0.056 2.6
1000.0  9.87 20.0 0.05 10.0 0.289 0.275 4.7

1000.0 9.87 20.0 0.05 3.333 0.167 0.173 3.8
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Figure 4-5: Numerical simulation data for the maximum runup of N-waves climbing up different beach
slopes. The solid line represents the runup law (28).

4.4.3 BP2: Solitary wave on composite beach — analytical

In this benchmark problem, a complex topography consisting of three segments and a
vertical wall is considered (Figure 4-6). The benchmark test is described in Appendix A, Section
2.2 of Synolakis et al. (2007). Runup of non-breaking solitary waves on the vertical wall is
simulated in this case. Results have been compared with the analytical solution. Laboratory data
exist for this topography from a U.S. Army Corps of Engineers, Coastal Engineering Research
Center, Vicksburg, Mississippi experiment of wave runup on a model of Revere Beach,
Massachusetts. However, the maximum runup for solitary waves propagating up Revere Beach
(Composite Beach) is given by the runup law

L
R=2h,*H (29)
where 5 is the initial depth at the right vertical wall and H is the solitary wave height.

Two initial depths have been studied here; d =18.8 c¢cm, and 4 =21.8 cm. For all cases, a
grid size of Ax =0.10 m has been used. Table 4-4 demonstrates a comparison of runup law with
the numerical data for both depths studied here.
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Figure 4-6: Definition sketch for Revere Beach (from Synolakis et al. (2007, Figure A7)).

Table 4-4: Maximum runup of solitary wave on composite beach compared to runup law (29).

(m) (Runup Error (m) (Runup Erro
Law) (Numerical) (%) Law) (Numerical) r (%)
0.005 0.0146 0.0141 3.7 0.005 0.0152 0.0148 2.5
0.01 0.0293 0.0288 1.6 0.01 0.0304 0.0310 2.1
0.03 0.0878 0.0850 3.2 0.03 0.0911 0.0871 4.4
0.05 0.1463 0.1390 5.0 0.05 0.1519 0.1440 5.2

In addition, for this benchmark problem three different waves have been modeled (H/d =
0.0378, 0.2578, 0.6404 for cases A, B and C). Recorded data are compared with the analytical
data for gauge 4 to gauge 10 and also on the wall in Figure 4-7, Figure 4-8, and Figure 4-9. Grid
size for this case is Ax=0.010 m. It should be mentioned that for analytical results, the model
has been used in linear, non-dispersive, and no friction mode.
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Figure 4-7: Time evolution of nonbreaking H/d = 0.0378 wave on composite beach. The red line shows

the numerical solution and the blue line represents the analytic solution.
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Figure 4-8: Time evolution of breaking H/d = 0.2578 initial wave on composite beach. The red line

shows the numerical solution and the blue line represents the analytic solution.
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Figure 4-9: Time evolution of breaking H/d = 0.6404 initial wave on composite beach. The red line
shows the numerical solution and the blue line represents the analytic solution.

4.5 Laboratory benchmarks

In this section, data from different laboratory benchmarks are studied and compared to the
results of numerical calculations. The following benchmark problems are studied in this section:

1. Solitary wave on a simple beach
2. Solitary wave on a composite beach
3. Solitary wave on a conical island

4. Tsunami runup onto a complex three-dimensional beach; Monai Valley

4.5.1 BP4: Solitary wave on a simple beach — laboratory

In this laboratory test, the 31.73 m-long, 60.96 cm-deep and 39.97 cm wide California
Institute of Technology, Pasadena, California wave tank was used with water at varying depths.
The tank is described by Synolakis (1986, 1987). The bottom of the tank consisted of painted
stainless steel plates. A ramp was installed at one end of the tank to model the bathymetry of the
canonical problem of a constant-depth region adjoining a sloping beach. The ramp had a slope of



MODEL BENCHMARKING WORKSHOP AND RESULTS 121

1:19.85. The ramp was sealed to the tank side walls. The toe of the ramp was distant 14.95 m
from the rest position of the piston generator used to generate waves.

This set of laboratory data has been widely used for many code validations. In this modeling
test, the data sets for the H/d = 0.0185 nonbreaking and H/d = 0.30 breaking solitary waves
are the most frequently used and most appropriate for code validation.

For these cases, a grid size of Ax=0.10 m has been used. Figure 4-10 and Figure 4-11

display the accuracy of the model for both nonbreaking and breaking waves. The runup error for
the nonbreaking wave was 3.3% and for the breaking wave was 5.8%.

0.04;
0.02 l_ t:BO{g!d)”? N
5 | Iy
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Figure 4-10: Time evolution of nonbreaking H/d = 0.0185 initial wave. The solid line shows the
numerical solution and the dots represent the laboratory data.



122 National Tsunami Hazard Mitigation Program (NTHMP)

t=15(g/d) "

t=20(g/d) "

t=25(g/d) "

t=30(g/d)

e I I S N [ - —
o

Figure 4-11: Time evolution of breaking H/d = 0.3 initial wave. The solid line shows the numerical
solution and the dots represent the laboratory data.

4.5.2 BP5: Solitary wave on a composite beach — laboratory

Revere Beach is located approximately 6 miles northeast of Boston, in the City of Revere,
Massachusetts. To address beach erosion and severe flooding problems, a physical model of the
beach was constructed at the Coastal Engineering Laboratory of the U.S. Army Corps of
Engineers, Vicksburg, Mississippi facility, earlier known as Coastal Engineering Research
Center. This benchmark is described in Section 3.2 of Appendix A of Synolakis et al. (2007).

The beach characteristics are exactly the same as the composite beach described in Section
43. In this benchmark  problem, three  different waves are  modeled
(H/d = 0.0378,0.2578,0.6404 for cases A, B, and C) and the numerical data are compared
with the laboratory data for gauges 4 to 10 in Figure 4-12, Figure 4-13, and Figure 4-14). The
grid size for this case is Ax=0.010 m.
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T T T

0 j I o A DAl Wi s B e s
27 273 275 277 279 81 283 285 287 289
sec

Figure 4-12: Time evolution of nonbreaking H/d = 0.0378 initial wave on composite beach. The red line
shows the numerical solution and the blue line represents the laboratory data.
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Figure 4-13: Time evolution of breaking H/d = 0.2578 initial wave on composite beach. The red line
shows the numerical solution and the blue line represents the laboratory data.
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Figure 4-14: Time evolution of breaking H/d = 0.6404 initial wave on composite beach. The red line
shows the numerical solution and the blue line represents the laboratory data.

4.5.3 BPo6: Solitary wave on a conical island — laboratory

Laboratory experiments on the interaction between solitary waves and a conical island were
conducted by Briggs et al. (1995). The three cases from this test illustrate the important fact that
runup and inundation heights on the sheltered back sides of an island can exceed the incident
wave height on the exposed front side, due to trapping of wave fronts propagating around the
island circumference. These tests have been used in a number of validation studies for a variety
of models, including nonlinear shallow water equations (Liu et al. 1995) and Boussinesq
equations (Chen et al., 2000). The benchmark test is specified in Section 3.3 of Appendix A of
Synolakis et al. (2007).

Large-scale laboratory experiments were performed at the Coastal Engineering Research
Center, Vicksburg, Mississippi, in a 30 m wide, 25 m long, and 60 cm deep wave basin (Figure
4-15). In the physical model, a 62.5 cm -high, 7.2 m toe-diameter, and 2.2 m crest-diameter
circular island with a 1:4 slope was located in the basin (Figure 4-16). Experiments were
conducted at depth of 32cm, with three different solitary waves (H/d = 0.045, 0.091, 0.181).
Water-surface time histories were measured with 27 wave gauges located around the perimeter
of the island (Figure 4-17).
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Figure 4-15: View of conical island (top) and basin (bottom) (from Synolakis et al. (2007, Figure A16)).
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Figure 4-16: Definition sketch for conical island. All dimensions are in cm (from Synolakis et al. (2007,
Figure A17)).
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Figure 4-17: Schematic gauge locations around the conical island. From Synolakis et al. (2007, Figure
A18).

For this benchmark test, time histories of the surface elevation around the circular island are
given at four locations, i.e., in the front of the island at the toe (Gauge 6) and gauges closest to
the shoreline with the numbers 9, 16, and 22 located at the 0", 90°, and 180° radial lines (Figure
4-17). A grid size of Ax=0.10m is considered for proper numerical simulation of this
benchmark. Figure 4-18, Figure 4-19, and Figure 4-20 show the comparison of the laboratory
data with the numerical calculations. Table 4-5 represents the error of the maximum runup for
each gauge for different wave heights.

Table 4-5: Percent error of predicted maximum runup calculated for each gauge in conical island test.

Gauge Number
H/d 6 9 16 22
0.045 6.0 13.2 0.1 18.9
0.091 3.2 16.6 11.6 0.26
0.181 1.6 13.33 13.8 13.3
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Figure 4-18: Comparison of computed and measured time series of free surface for H/d = 0.045. Solid

lines: measured, Dashed lines: Computed.

Gauge 6
T nJ

25 30 35 40
Time(sec)

Figure 4-19: Comparison of computed and measured time series of free surface for H/d = 0.091. Solid

lines: measured, Dashed lines: Computed.
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Figure 4-20: Comparison of computed and measured time series of free surface for H/d = 0.181. Solid
lines: measured, Dashed lines: Computed.

4.5.4 BP7: Tsunami runup onto a complex three-dimensional beach; Monai Valley —
laboratory

The Hokkaido-Nansei-Oki tsunami of 1993 that struck Okushiri Island, Japan, provided
high-quality data for tsunami researchers. Because the maximum tsunami runup mark was
discovered at the tip of a very narrow gully within a small cove at Monai, a laboratory
benchmark was designed based on Monai valley bathymetry and the tsunami wave that struck
the area. Based on the high resolution seafloor bathymetry that existed before the event, a 1/400
laboratory model of Monai was constructed in a 205 m long, 6m deep, and 3.5 m-wide tank at
Central Research Institute for Electric Power Industry (CRIEPI) in Abiko, Japan. The model is
partly shown in Figure 4-21. The incident wave from offshore, at the water depth of d = 13.5 cm
is known and it is shown in Figure 4-22. There are reflective vertical sidewalls at y =0 and 3.5 m
(Figure 4-23). The entire computational area for the laboratory test is 5.448 m x3.402 m, and the
grid sizes recommended for numerical simulations are Ax=Ay=1.4cm. However, due to
numerical limitations, the computational domain that is used in numerical simulation is longer in
order to generate waves without any reflection disturbance from the back wall (12.488 m x3.402
m) (Figure 4-24). The input wave is an LDN with a leading-depression height of 2.5 mm with a
crest of 1.6 cm behind it, which is produced in the model using FFT analysis and the WK TIME
SERIES wavemaker option (Figure 4-22). Data for water surface elevations during the
laboratory experiment are given and compared with numerical simulations at three locations
(Gauge 5, 7 and 9), i.e., (x,y) = (4.521, 1.196), (4.521, 1.696), and (4.521, 2.196) in meters

(Figure 4-25). Figure 4-26 compares extracted movie frames from the overhead movie of the
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laboratory experiment with the result of numerical simulations. Finally, maximum runup in the
narrow gully in the numerical solution was 7.43 cm, which is comparable with the laboratory
data (maximum runup of 7.5 cm in the lab data or 30 m in field tsunami data).

Figure 4-21: Bathymetric profile for experimental setup for Monai Valley experiment (2007, Figure
A24)).

Figure 4-22: Initial wave profile for Monai Valley experiment (2007, Figure A25)).
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Figure 4-23: Computational area for Monai Valley experiment (2007, Figure A26)).
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Figure 4-24: Computational area for Monai Valley numerical simulation.
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Figure 4-25: Comparison of computed and measured time series of free surface. Dashed lines:
Computed, Solid lines: Measured.
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Figure 4-26: Comparison between extracted movie frames from the overhead movie of the laboratory
experiment (left) (from http://burn.giseis.alaska.edu/file doed/Dmitry/BM7 _description.zip) and

numerical simulation (right).
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5 GeoClaw Model

GeoClaw Tsunami Modeling Group, University of Washington

Frank I. Gonzélez, Randall J. LeVeque, Paul Chamberlain, Bryant Hirai, Jonathan Varkovitzky
and David L. George (USGS)

5.1 Introduction

5.1.1 Geographic area

The west coast, with a focus on Washington State, including Puget Sound, the San Juan
Island group, and other islands in the Strait of Juan de Fuca.

5.1.2 NTHMP support
This group has no current or past support from NTHMP.

NTHMP approval of this model will allow us to seek funding in the future to perform
tsunami hazard and risk assessment modeling, such as from NTHMP partner FEMA Risk
Mapping, Assessment, and Planning (Risk MAP) Program. Funding will also be sought to
provide Washington State with tsunami modeling and mapping in support of tsunami hazard
assessment and emergency management planning and education. Tsunami sources in these
geographic areas include earthquakes and landslides, and we will therefore address benchmark
problems that deal with these sources.

5.2 Model description
5.2.1 Model equations
For all benchmark problems we used the two-dimensional nonlinear shallow water equations

hy + (hu), + (hv), =0,

1
(hu), + (hu? +§gh2)x + (huv), = —ghB, — Du,

1
(hv); + (huv), + (hv? + Eghz)y = —ghB, — Dv,
where u(x,y, t) and v(x, y, t) are the depth-averaged velocities in the two horizontal directions,
B(x,y,t) is the topography or bathymetry, and D = D(h,u,v) is the drag coefficient.

Most of the benchmark problems use no bottom friction, so D = 0. When used, it has the
form

GMAE T 2
h5/3

where M is the Manning coefficient, generally taken to be 0.025. Comparisons with and without
friction have been performed in Section 5.3.9 for BP9 and Section 5.3.6 for BP6.

D =
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Coriolis terms can be turned on in GeoClaw, but have not been used for any of the
benchmark problems.

5.2.2  Methods implemented in GeoClaw

GeoClaw is a variant of the Clawpack open source software (LeVeque et al., n.d.) that
LeVeque and collaborators have been developing since 1994. The “wave-propagation
algorithms” used in this software are described in great detail in the textbook (LeVeque, 2002)
and in several journal publications (LeVeque, 1996; LeVeque, 1997; Langseth and LeVeque,
2000).

Adaptive mesh refinement (AMR) has been incorporated since the inception of this
software, in joint work with Marsha Berger at the Courant Institute of Mathematical Sciences,
one of the foremost authorities on block structured AMR technology, often referred to as Berger-
Colella-Oliger style AMR (Berger and Colella, 1989; Berger and Oliger, 1984). The AMR
algorithms in Clawpack are described in detail in Berger and LeVeque (1998). Berger has also
played a significant role in adapting the AMR routines to work well in GeoClaw (Berger et al.,
2011; LeVeque et al., 2011) in connection with well-balancing and inundation modeling.

The GeoClaw software is described in some detail in (Berger et al., 2011), an invited
contribution to a special issue of Advances in Water Resources on “New Computational Methods
and Software Tools,” and in (LeVeque et al., 2011), an invited paper in Acta Numerica, which
serves as an “annual review of numerical analysis.” There is also on-line documentation
(GeoClaw documentation, 2011) that is part of the extensive documentation of Clawpack. The
Riemann solvers and inundation model are described in more detail in (George, 2006; George,
2008).

The open source Clawpack software (including GeoClaw) can be freely downloaded from
the website http://www.clawpack.org. Recent developments have taken place using a Subversion
repository that is openly accessible (linked from the Clawpack webpage), using issue tracking
and a wiki, as well as the claw-dev Google group to discuss development issues. Claw-pack is
currently transitioning to use of the Git, a more modern distributed version control system, and
the future home of Clawpack is on Github (https://github.com/organizations/ clawpack).

GeoClaw was initiated in the PhD work of David George (George, 2006; LeVeque and
George, 2004; George and LeVeque, 2006; George, 2008) and was originally called
TsunamiClaw. It has more recently been extended to handle other geophysical flows such as
storm surge (Mandli, 2011), dam break problems (George, 2010), and debris flows (George and
Iverson, 2010).

The GeoClaw model solves the two-dimensional nonlinear shallow water equations using
high-resolution finite volume methods. Values of h, hu, and hv in each grid cell represent cell
averages of the depth and momentum components. With flat bathymetry, the methods are exactly
conservative for both mass and momentum, and conserve mass for arbitrary bathymetry when
used on a fixed grid. They do not exactly conserve mass during regridding when AMR is used
because, for example, a grid cell that is dry on a coarse grid may contain part of the shoreline on
a finer grid. This is not an issue as long as the region of interest is refined before the main wave
arrives.

These methods are based on Godunov’s method, which means that at each cell interface a
one-dimensional Riemann problem is solved normal to the edge, which reduces to a one-



MODEL BENCHMARKING WORKSHOP AND RESULTS 137

dimensional shallow water model with piecewise constant initial data, with left and right values
given by the cell averages on each side. The jump in bathymetry between the cells is
incorporated into the Riemann solution in a manner that makes the method “well balanced”: the
steady state of the ocean at rest is exactly maintained. This is done using the “f-wave
formulation” of the wave propagation method, as discussed in Bale et al. (2002), George (2008),
LeVeque (2002), and LeVeque (2010).

Godunov’s method consists of solving the Riemann problem and using the resulting wave
structure to update cell averages in the adjacent finite volume cells. In practice, an approximate
Riemann solution is used, which reduces to the standard Roe solver (LeVeque, 2002; Roe, 1981)
in f~-wave form in general, but is modified to also handle dry states in order to model inundation
(George, 2008).

Accuracy is improved by adding in high-resolution correction terms. These terms are based
on Taylor series approximation of the exact solution at time t,,; about time t,, using the same
approach as used to derive the classical second-order accurate Lax-Wendroff method (LeVeque,
2007). However, the terms are only added where the solution is smooth. Near steep gradients,
these terms lead to severe numerical dispersion and potential undershoots or overshoots that can
lead to instability or unphysical states (e.g., negative fluid depth). A limiter is applied to the
correction term using the standard approach described in detail in LeVeque (2002) and
references found there, based on the theory of total variation diminishing (TVD) methods that
has been well developed since the early 1980s. The resulting “high-resolution” shock-capturing
methods exhibit minimal numerical dispersion or dissipation and have been shown to be very
robust for both linear and nonlinear hyperbolic problems, even when the solution contains strong
shock waves.

5.2.3 Boundary conditions

Boundary conditions at edges of the computational domain are handled as described in
Chapter 7 of LeVeque (2002). At the start of each time step, solution values are assigned in two
rows of ghost cells surrounding the computational domain. This allows the high-resolution finite
volume methods to be applied on all cells that lie inside the computational domain. One row of
ghost cells is required in order to solve Riemann problems at edges of the physical cells adjacent
to the boundary. The second row is required in order to apply limiters. Here we summarize the
boundary conditions used in the benchmark problems.

5.2.3.1 Non-reflecting boundaries

Zero-order extrapolation from the grid cells along the boundary to ghost cells in every time
step is used to implement non-reflecting boundary conditions, for example when truncating the
ocean or wave tank. The Godunov-type methods implemented in GeoClaw solve Riemann
problems at each grid interface and having equal values in the grid cell at the boundary and the
adjacent ghost cell results in no incoming wave. These boundary conditions are described in
more detail in Section 7.3.1 of LeVeque (2002). Although not perfectly absorbing for waves
hitting the boundary at a non-normal angle, they perform very well in practice and have been
extensively used for similar problems.

5.2.3.2 Solid wall boundaries

Several benchmark problems are posed in wave tanks with solid (reflecting) walls. Solid
wall boundary conditions are implemented as described in Section 7.3.3 of LeVeque (2002). The
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values in each grid cell adjacent to the boundary are extrapolated into ghost cells and then the
normal velocity is negated. When solving the Riemann problem, this anti-symmetric setup
results in a Riemann solution with zero normal velocity at the interface, modeling the correct
boundary condition at this boundary.

5.2.3.3 Inflow boundaries

Some benchmark problems specify an incoming wave, typically by tabulated values of the
depth at a gauge near the inflow boundary. This can be implemented by filling ghost cells at each
time step with the desired values of the fluid depth and momentum values that are determined
using the Riemann invariants for the shallow water equations, by assuming the depth and
momentum are related in such a way that the solution is a simple wave in the incoming wave
family.

For example, at the left edge of the computational domain, an incoming wave would be a
right-going wave with constant values of the Riemann invariant u — 2 \/ﬁ throughout the
wave.

This value must be —2 ,/ghy where h0O is the depth of the undisturbed water before the

wave arrives. From this the velocity u = 2 (,/ gh — gho) can be determined for any depth h.
Hence the given depth as a function of time at a wave gauge can be used to determine the depth
and momentum at this point as a function of time, which in turn is used to fill ghost cells.

5.2.3.4 Initial conditions

In other problems, an initial wave form h(x,t = 0) is specified as a function of x at time
t = 0, representing a propagating wave form. Again the Riemann invariants can be used to
determine the momentum at each point in order to specify initial conditions.

For BP9 (Section 5.3.9) the seafloor displacement is specified. This is what is generally done
in real applications. GeoClaw allows specifying a time-varying seafloor displacement as well, to
model the dynamic rupture of faults. This capability has also been used in the landslide problems
(Section 5.3.3 and Section 5.3.8) to model the changing bathymetry.

5.2.4 Other validation studies

Several of the benchmark problems were solved using TsunamiClaw, an early version of
Geo-Claw, in preparation for the Catalina benchmarking workshop in 2004. These results are
available in the proceedings paper (LeVeque and George, 2004).

Validation studies of the more recent GeoClaw software have been presented in several
peer-reviewed papers:

In Berger et al. (2011), a test problem is used that consists of a radially symmetric ocean
with a continental shelf, and a radially symmetric initial hump of water at the center. At one
position along the coast an island is placed on the shelf. Several gauges are located near the
island. If the island is rotated to a different position on the coast the results at the gauges should
be identical. Numerically they will not be identical due to differences in how the coast intersects
the Cartesian grid. Very similar results are obtained for locations near an axis and near the
diagonal, both in gauge results and in plots of the surface and inundation. This is true even when
AMR is used to concentrate fine grids only in the direction towards the island. In Berger et al.
(2011), the Chile 2010 tsunami is also used as a test problem and good agreement with measured
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results at DART Buoy 32412 are obtained, on two different grid resolutions to test convergence.
See also http://www.clawpack.org/links/awrl 1/ for codes and animations.

Further tests of this same problem are presented in LeVeque et al. (2011). See also
http://www.clawpack. org/links/an11/ for codes and animations.

Grid refinement studies and comparison with field data for the widely studied Malpasset
dam failure are presented in George (2010).

In Berger et al. (2009), tests are performed for a tsunami-like wave propagating on the full
sphere, using a novel mapped grid that covers the sphere with a logically rectangular finite
volume grid. Tests are presented in which the bathymetry and the initial conditions are
axisymmetric so that the solution should remain so and can be compared to fine grid one-
dimensional simulations. See also http://www.amath.washington.edu/~rjl/pubs/amrsphere09/
index.html for codes used in this paper.

Independent validation of GeoClaw has also been performed by Spatial Vision Group
(http://www.spatialvisiongroup.com/), a private consulting company in Vancouver, BC. David
Alexander and Bill Johnstone from this group used the TsunamiClaw software to perform hazard
studies of the communities of Ucluelet and Tofino on Vancouver Island. As part of their
validation, they compared TsunamiClaw results to those obtained using MOST for a standard
model of a Magnitude 9.0 Cascadia Subduction Zone event. Comparisons were performed for
several tide gauges on the coast of Washington and Oregon.

Our group is currently using GeoClaw to model the Great Tohoku Tsunami of 11 March
2011 and preliminary comparisons with DART buoy data look very good. Some results were
posted online as computed in the days after the event and can be viewed at
http://www.clawpack.org/links/honshu2011/. Some comparisons were also presented in a recent
article in SIAM News on tsunami modeling (Behrens and LeVeque, 2011). Preliminary results
have also been obtained by other groups, e.g., (Zhang et al., 2011).

5.3 Benchmark results

The sections below contain the GeoClaw results for each benchmark problem. Benchmark
problem descriptions can be found in the Github repository https://github.com/rjleveque/ nthmp-
benchmark-problems (LeVeque, 2011) along with data that were provided as part of the problem
specification.

5.3.1 BPI: Single wave on a simple beach — analytical

e A description of this benchmark problem is provided by LeVeque (2011) and Synolakis
et al. (2007).

e Problem description provided by Dmitry Nicolsky, at LeVeque (2011): BPO1-DmitryN-
Single wave on_simple beach/description.pdf

5.3.1.1 Problem Description

The focus is on comparing computed and analytic solutions for a wave incident on a simple
beach, in which:

e The bathymetry consists of a deep region of constant depth d connected to a sloping
beach of angle f = arccot(19.85). Note that the toe of the beach is located at x =
X0 = dcotp.
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e The initial waveform of the wave is given by
n(x,0) = Hsech?(y(x — X1)/d)
where L = arccosh((20))/y, X1 = X0 + L, and y = (3H/4d). The speed of the
wave is given by the following:

u(x, 0) = - g/dn(x: O)

Figure 5-1: Sketch of canonical beach and approaching wave.

5.3.1.2 Problems encountered

e The analytic solution of the wave equation was hard to determine and compute. The
analytic solution was obtained from the benchmark problem champion; it would be very
helpful if it were provided in an Excel file as part of the benchmark problem description.

e No analytical solution was provided for time t = 25s.

e The Clawpack code does not currently include maximum runup calculations. An
additional module had to be written.

5.3.1.3 What we did
e Used g =1 and no friction.
e The problem was solved on an 800 x 2 grid, where the x domain spanned x = -10 to 60.
e Variable time stepping was allowed, based on a CFL number of 0.9.

5.3.1.4 Results

e Task 1. Good agreement between computed and analytic water level profiles att =
35(d/g)Y/?, t = 45(d/g)Y? t = 55(d/g)'/?, t = 65(d/g)*/? are presented in
Figure 5-2. Data were missing from file canonical profiles.txt for t = 25(d/g)/?, so
this time was omitted.

e Task 2. Good agreement between computed and analytic water levels at locations
x/d =0.25 and x/d = 9.95 during the propagation and reflection of the wave is
presented in Figure 5-3.

e Task 3. Maximum runup on the beach was 0.085, as presented in the time series of runup
values in Figure 5-4.

e Task 4. The optional demonstration of convergence was not performed.
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5.3.1.5 Lessons learned

e This benchmark problem is a good test of the shallow water wave computation against an
analytic solution in one dimension.

e Because of its complexity, the analytical solution should be provided in a data file on the
benchmark problem website to ensure all participants are solving the same problem.

surface at time t = 3500000000 surface at time t = 45.00000000
010 (5[]
bos bos
0.06 0.06
o.o4 o.o4
002 002
0,00 0,00
=002 =002
=50k o 5 0 5 70 =508 o 5 10 i 70
nas Surface at time t = 35.00000000 i Surface at time t=  45.00000000
010 010
noa noa
0.06 0.06
0,04 0,04
o6z a6z
[FX10s] oo
-0.02 \ -0.02
-0.04 -0.04

Surface at time t=  55.00000000 Surface at time t = 65.00000000

010 010
nos o.os8
0.06 0.06
.04 o4
002 002
0,00 o.00
=002 =002
~0.04 T =004

L i0 15
Surface at time t = 55.00000000

[] 5 i0 ]
Surface at time t =  65.00000000

012 01z
10 010
o.o8 o.o8
0.06 0.06
D04 0,04
002 a.02
oo oo
-0.02 -0.02
=5 =0 o 08 5 1o i5 30 =5 =0 o 08 5 1o i5 30

Figure 5-2: Profile plots for the times specified in Task 2. For each pair of plots at a particular time, the
top frame provides a full view of the incoming wave and the bottom frame provides an expanded
view of the inundation area. In some regions, the analytic and GeoClaw solutions lie atop one
another.
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Figure 5-3: Left column: Water level time series at location x/d = 9.95. Right column: Water level
time series at location x/d = 0.25.
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Figure 5-4: Runup on canonical beach as a function of time.

5.3.2  BP2: Solitary wave on composite beach — analytical
Documentation:
e PMEL-135, pp. 5 & 30-33 (Synolakis et al., 2007).
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e Problem description provided by Dmitry Nicolsky, at LeVeque (2011): BPO2-DmitryN-
Solitary wave_on_composite_beach_analytic/description.pdf

e Coastal Hydraulics Laboratory Problem Description (Briggs, n.d.).
5.3.2.1 What we did

e We solved the shallow water wave equation in Cartesian coordinates with g = 9.81 and
no friction.

e To specify the incoming wave from the left boundary of our computational domain, we
used the first ten seconds of measurements taken at Gauge 4. After ten seconds, the left
boundary switched to be a non-reflecting boundary. This boundary is selected since the
end of our computational domain is not the end of the physical wave tank. The
implementation of these boundary conditions is described in Sections 5.2.3.1 and 5.2.3.3.

e Because the problem is one-dimensional, we solved on a 600 x 2 grid with no adaptive
mesh refinement.

e To impose linearization, we scaled the incoming wave by 10™* to remove any nonlinear
behavior, then scaled up the gauge readings by 10* to compare with the analytical
solution.

5.3.2.2 Gauge comparisons
For these gauge comparisons, we ran our code linearly with friction set to zero.

The results for cases A, B, and C are shown in Figure 5-5, Figure 5-6, and Figure 5-7
respectively, where Gauge 11 is placed at the vertical wall.

5.3.2.3 Convergence Study

We performed a test to see how well Clawpack converged to the analytic solution as we
increased the number of grid cells in our computational domain (using 200, 400, and 600 cells).
We found that as the number of grid cells was increased, the computed solution approached the
analytic solution. The convergence plot is shown in Figure 5-8.

5.3.2.4 Lessons learned

In this benchmark problem, we found that using the analytic solution at Gauge 4 as
boundary conditions on a shorter domain, starting at gauge 4, provided more accurate results
than using the wavemaker position and a longer domain to model the entire tank. It appears that a
similar assumption is made in the provided analytic solutions, as they match up nearly perfectly
with the lab data for the first ten seconds.

Overall this benchmark problem is a good test for one-dimensional codes. The benchmark
problem specifications could be improved by specifying the computational domain and the
specific data source that should be used to model the incoming wave.
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Figure 5-8: Convergence Plot for Gauge 4 in Case C

5.3.3 BP3: Saucer landslide — laboratory
5.3.3.1 Problem specification

e Problem description provided by Stephan Grilli: BP03-StephanG-Saucer landslide/
EGO7_slide_benchmark.pdf at LeVeque (2011).

e Original paper of Enet and Grilli (2003) describing laboratory experiments.

5.3.3.2 Problems encountered

The moving bathymetry is specified in terms of {(&,7), the thickness of the sliding mass in
the direction orthogonal to the sloping beach. In each time step, this must be converted into
values B(x,y,t) in the vertical z-direction, at horizontal distance x from the initial shore. Note
that

x = &écos(8),y =1
The bathymetry of the wave tank and beach without the sliding mass is given by

_ (—tan(@)x ifx < 5.598
Bo(x,y) = { ~15  ifx > 5598
The value 5.598 = 1.5/ tan(0) is determined by the fact that the water has a depth of 1.5 m on
the flat portion and the beach slope is 15° so 8 = 15n/180 = 0.2618.
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At time t = 0 the sliding mass is located at x = Xx,, determined by the initial depth d
according to

_d T!
o ~ tan(d) ' sin(d)

At time ¢ the sliding mass is centered at x, = x, + s(t) cos(0) where s(t) is the function
discretized in the data file kinematics.txt. However, this is only true for small t. After some time
the mass hits the horizontal bottom of the tank. According to paper by Enet and Grilli (2003) and
communication with Stephan Grilli, the mass stops at this point. This is not made clear in the
problem specification (LeVeque, 2011).

To determine B(x,y, t) for each finite volume grid cell with center (x;, y;) the value & must
be found so that

§cos(8) + {(§ — $o ¥ sin(8) = x;

where £, = x./ cos(0) + s(t) is the £ location of the center of mass at this time. Determining
¢ requires solving the nonlinear equation

cos(0)§ + {(§ — S y) sin(6) — x; =0.

In our Fortran code this equation is solved using the library routine zeroin, available from Netlib
(http://www.netlib.org/go/zeroin.f).

Once ¢ has been found, the bathymetry is

B(x;,y;,t) = —tan(6)$ + cos(6)7(§ — $., ).
5.3.3.3 What we did

e The moving bathymetry is handled by recomputing Bj; = B(x;,yj, t,,) in each time step
at the center of each finite volume grid cell, by solving a nonlinear equation as described
above. This is the standard approach for handling moving bathymetry in GeoClaw: the
value Bj} is adjusted but the fluid depth hi’; remains the same, so that the water column is
simply displaced vertically in any cell where the bathymetry changes. For bathymetry
that is smoothly varying in space and time, as in this problem, this is considered a
reasonable approach. Note, however, that no momentum is directly imparted to the water
by the moving bathymetry.

e The problem was solved using a fixed grid with 72n % 18n grid cells on the domain
—1 < x £62and 0 < y < 1.8 m. Three resolutions corresponding to n =1,2,4
were used to test convergence.

A second level of refined grid was used in the region —0.1 < x < 0.1and 0 < y <
0.1 surrounding the point x =~ 0,y = 0 on the shoreline where the runup R, must be
calculated. In each case this grid was 10 times finer in each direction than the base grid.

Adaptive mesh refinement (with moving grids) was not used.

e The problem was solvedon 0 < y < 1.8 with solid wall boundary conditions at y = 0.
This gives the correct solution in this domain and the solution in the other half of the
wave tank —1.8 < y < 0 is easily constructed by symmetry if desired.

Solid wall boundary conditions were also used at y = 1.8. At x = —1 the boundary
condition doesn’t matter since this region is always dry, and at x = 6.2 outflow
boundary conditions were used. Zero-order extrapolation, which generally gives a very
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good approximation to non-reflecting boundary conditions as described in Section
5.2.3.1. Solid wall boundary conditions are implemented as described in Section 5.2.3.2.
See Section 5.2.3 for more information about these boundary conditions.

5.3.3.4 Numerical simulations

Figure 5-9 shows two frames from a sample computation for the case d = 0.061. Colors
indicate the surface elevation n(x, y, t) and contours show the bathymetry with the upper half of
the sliding mass.

5.3.3.5 Gauge comparisons

Simulated gauges were placed at the 4 locations that match the wave tank measurements, as
indicated in Figure 5-9.
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11t | ]
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Figure 5-9: Sample results for d = 0.061. The water surface n(x, y, t) (colors with dark red +0.02 m and
dark blue -0.02 m) and bathymetry (0.01 m contour levels). Only a portion of the computational
domain is shown. Grid resolution: Ax = Ay = 0.025 m on the full domain, with refinement to Ax = Ay =
0.0025 m in the nearshore region in the rectangular box. The full domain goes tox=6.2 and toy = 1.8.

The surface elevation 7n(t) at each gauge was recorded every time step. These results are
shown in Figure 5-10 through Figure 5-16 for the 7 test cases.

Reasonable agreement is generally seen for the initial peak and trough at Gauges 1, 2, and 4.
On the other hand, Gauge 3, located along the centerline, shows quite different results than the
measurements and generally exhibits a steeper dip in n as the mass passes this point. The
measurements also show an oscillatory wave train behind the initial peak and trough that is not
captured in the simulations obtained with the shallow water equations. This is consistent with
claims in LeVeque (2011) and Enet and Grilli (2003) that dispersive effects are important for
these short wavelength waves that cannot be captured by the non-dispersive shallow water
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equations. By contrast, the Boussinesq model used in Fuhrman and Madsen (2009) does display
these dispersive ripples.

5.3.3.6 Runup measurements

The runup is measured near y = 0 by keeping track of the approximate shoreline position in
the first row of grid cells j = 1, whose centers lie at y = Ay /2. In each time step, we loop over
all cells i = 1,2,... and look for the first cell for which h;; > f, where f = 0.001 (I mm) was
chosen as a depth below which the cell is considered dry. The value x; = idx, the right edge of
this finite volume cell, was then used as the shoreline location at this time. The runup at each
time is then computed as x, tan(@), and this value was output for later plotting, and for
computing the maximum runup R,, required for the benchmark.

Figure 5-10 through Figure 5-16 show the runup as functions of time for each test case.
Some of these plots exhibit strange behavior for later times. This was due to the fact that we used
a limited domain and also that we used a refined grid over only a fairly small region near the
origin.

Approximate maximum runup values are tabulated in Table 5-1. These values are based on
the minimum values seen in the figures for early times. It is not clear if these are correct in all
cases. Also these grids are fairly coarse. But because the gauge data do not match particularly
well and we do not believe shallow water is a suitable model for this problem, we did not pursue
this further.

Table 5-1: Runup values in mm. Lab results taken from Table 1 of LeVeque (2011). Two different
resolutions with 36 and 72 points in the y direction were compared, with mx = 4my points in the x
direction.

D Lab My =36 My =72
0.061 6.2 8.0 8.7
0.080 5.7 5.4 6.0
0.100 4.4 2.7 43
0.120 3.4 2.7 3.4
0.140 2.3 2.7 2.7
0.149 2.7 2.7 2.7
0.189 2.0 1.4 2.0

5.3.3.7 Lessons learned and suggestions for improvement

e It might be useful to other groups doing this problem in the future if the bathymetry
z = By(x,y) were tabulated, corresponding to the mass centered at x, = 0 on the slope
with 8 = 15°. From this, the bathymetry at later times could be interpolated by shifting
by x.. Computing By (x,y) from the given {(&,n) requires solving a nonlinear equation
at each (x, y) as outlined in Section 5.3.3.3.

e It is stated in LeVeque (2011) that {(&,n) represents a “Gaussian mass” but this is not a
Gaussian function.

e The non-dispersive shallow water equations do not appear adequate to model the
oscillatory wave train observed in the laboratory. The shallow water equations may still
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be useful for modeling landslides of this nature because the initial peak amplitude and run
up values are in the right ballpark, but comparison with laboratory measurements is not a
suitable means of judging convergence or accuracy of the numerical method. For this
reason, it would be valuable if the community could agree on what the “correct”
converged solution to the shallow water equations is for this problem, and if this solution
(or at least the values at the gauges) were tabulated for comparison in future benchmark
studies.

e The runup results in the laboratory might be affected by the rail along which the mass
slides, which is visible in Figure 1 of LeVeque (2011) and is along y = 0, the point
where it is stated that the runup should be measured. In fact, the runup must have been
measure slightly above this point, as indicated in Figure 9 of Enet and Grilli (2003). The
rail appears to be several mm high and should affect the fluid dynamics. This rail could
easily be added to the bathymetry if its dimensions were known.
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Figure 5-10: Gauge and runup results for d = 0.061. Three different resolutions with my = 18, 36, and
72 points in the y direction were compared, with mx = 4my points in the x direction.
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Figure 5-11: Gauge and runup results for d = 0.08.
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Figure 5-12: Gauge and runup results for d = 0.1.
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Figure 5-13: Gauge and runup results for d = 0.12.
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Figure 5-14: Gauge and runup results for d = 0.14.
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Figure 5-15: Gauge and runup results for d = 0.149.
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Figure 5-16: Gauge and runup results for d = 0.189.

5.3.4 BP4: Single wave on simple beach — laboratory
e PMEL-135, pp. 5 & 30-33
e Problem description provided by Y. Joseph Zhan, at LeVeque (2011).
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5.3.4.1 Description

This benchmark is the laboratory counterpart to BP1 (Single wave on a simple beach:
Analytic). A wave tank at the California Institute of Technology in Pasadena was used. The tank
was 31.73 m long, 60.96 cm deep, and 39.97 cm wide; the bottom of the tank consisted of
painted stainless steel plates. An instrument carriage was mounted on rails that ran along the
entire length of the tank, permitting the arbitrary positioning of measurement sites. A ramp was
installed at one end of the tank to model the bathymetry of the canonical beach configuration —
i.e., a constant-depth region adjoining a sloping beach. The beach ramp was sealed to the tank
side walls and the beach slope corresponded to angle f§ = arccot(19.85). Figure 5-17 presents
the computational domain used in this test.

%+

Figure 5-17: Schematic of computational domain.

5.3.4.2 Tasks

e a. Compare numerically calculated surface profiles at t/T = 30:10:70 for the non-
breaking case H/d = 0.0185 with the lab data.

e b. Compare numerically calculated surface profiles at t/T = 15:5:30 for the breaking
case H/d = 0.3 with the lab data

e c. (Optional) Demonstrate the scalability of the code by using different d

e d. Compute maximum runups for at least one non-breaking and one breaking wave case.
5.3.4.3 Problems encountered

Problems that prevented completion of the benchmark were not encountered.
5.3.4.4 What we did

e Used g =1 and no friction.

e The bathymetry consisted of a deep plateau of constant depth d connected to a sloping
beach of angle f = arccot(19.85). Note that the toe of the beach was located at
x = X0 = d cotf

e The initial waveform of the wave was given by

n(x,0) = Hsech’(y(x — X;)/d)
where L = arccosh(/(20))/y, X1 = X0 + L, and y = /(3H/4d). The speed of
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the wave is given by:

u(x,0) = —4/g/dn(x0)

For the low amplitude case, we set d =1 cm, H = 0.0185 cm, and ran the

computations on an 800 x 2 grid, where the x domain spanned from x = —10tox =
60.

For the high amplitude case, we setd = 1 cm, H = 0.3 cm, and ran the computations on
a 1200 x 2 grid, where the x domain spanned fromx = —10tox = 60.

We allowed variable time stepping based on a CFL number of 0.9

5.3.4.5 Results

Tasks a and b in Figure 5-18 and Figure 5-19 present the computed and measured surface
profiles for the low and high amplitude cases, respectively. Correspondence is excellent
in the low amplitude case. In the high amplitude case the computed amplitude is smaller
and the steepness greater than that of the measured wave — a consequence of the fact that
the experimental parameters violate the shallow water wave assumptions.

Task c: This optional task was not addressed.

Task d: Figure 5-20 and Figure 5-21 present the results for maximum runup computations
for the low amplitude and high amplitude wave cases. The results can be expressed as the
non-dimensional data pairs (H/d, R/d) = (0.0185, 0.085) and (0.3, 0.42) for the high and
low amplitude cases, respectively. The low amplitude result falls well within the scatter
plot results of Zhan (LeVeque, 2011) presented in Figure 5-22, while the high amplitude
result falls somewhat below, as might be expected in light of the comments made in the
Task a and b discussion, above.

5.3.4.6 Lessons learned

For test cases in which amplitudes are so large that the shallow water wave assumptions are
violated, it can be expected that computed and observed wave height and runup will not agree as
well as in cases characterized by amplitudes for which the shallow water wave assumptions are

valid.

For the amplitude H/d = 0.3 case, our observed runup of 0.42 agrees well with the
experimental results shown in Figure 5-22.
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Figure 5-18: Runup computations and lab measurements for the low amplitude case. In the paired
plots for each time value, the bottom frame provides a zoomed view of the inundation area for the
incident wave presented in the top frame.
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Figure 5-19: Runup computations and lab measurements for the high amplitude case. In the paired
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Figure 5-22: Scatter plot of nondimensional maximum runup, R/d, versus nondimensional incident
wave height, H/d, resulting from a total of more than 40 experiments conducted by Y. Joseph Zhan
and described at LeVeque (2011). Red dots indicate the numerical results.

5.3.5 BPS5: Solitary wave on composite beach — laboratory
5.3.5.1 Problem specification
e PMEL-135, pp. 6 & 37-39.

e Problem description provided by Elena Tolkova at LeVeque (2011): BPO5-ElenaT-
Solitary_wave _on_composite_beach_laboratory/BP5_description.pdf

e Coastal Hydraulics Laboratory Problem Description (Briggs, n.d.).

This is the same problem as in BP2, but using the nonlinear shallow water equations and
comparing to laboratory data rather than to the analytic solution of the linear equations.
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5.3.5.2 What we did

e We solved the shallow water wave equation in Cartesian coordinates with g = 9.81 and
no friction.

e To specify the incoming wave from the left boundary of our computational domain we
used the first ten seconds of measurements taken at Gauge 4. After ten seconds the left
boundary switched to be a non-reflecting boundary. This boundary is selected because the
end of our computational domain is not the end of the physical wave tank. The
implementation of these boundary conditions is described in Section 5.2.3.

e We solved on a 600 x 2 grid with no adaptive mesh refinement.

5.3.5.3 Gauge comparisons

The results for cases A, B, and C are shown in Figure 5-23, Figure 5-24, and Figure 5-25
respectively, where Gauge 11 is placed at the vertical wall.

5.3.5.4 Convergence Study

We performed a test to see how well Clawpack converged to the gauge measurements as we
increased the number of grid cells in our computational domain. We found that as the number of
grid cells was increased that the computed solution converged and had a shock in approximately
the same location as in the gauge data. The results are shown in Figure 5-26.

5.3.5.5 Lessons learned

In this benchmark problem, we found that using the measured data from Gauge 4 as
boundary conditions on a shorter domain, starting at this gauge, provided more accurate results
than using the wavemaker position and a longer domain to model the entire tank. It appears that a
similar assumption is made in the provided analytic solutions, as they match up nearly perfectly
with the lab data for the first ten seconds.

Overall this benchmark problem is a good test for one-dimensional codes. Case C exhibits
dispersion in the laboratory results not seen with the nonlinear shallow water equations.

The benchmark problem specifications could be improved by specifying the computational
domain and the specific data source that should be used to model the incoming wave.



166 National Tsunami Hazard Mitigation Program (NTHMP)

Surface at gauge & Surface ar gauge 5

: - - n:'“' - — GeoClaw
—  Lab Observation = - -3
ans - et

0010 - )

2o \/ W \|| - A {\\I |

Surface at gauge 7

— GeoClaw
Lab Obsesvation

aels LLILY i

20010 00 pa

LT

1 JUR

Surface st giuge 10

A — GaoClaw

//\\ |
1

It — _Lah Observation

A I -
f; "

\

ok | [ ELUAY
i\l \
I \ J A\
A\ .'l \
woog — YRS o O
;i be - " =
time
Surface ot giuge 11
==
aels) ,\
oo
anas \
e .‘-‘__—__
3 i £ty = =
fhck

Figure 5-23: Case A




MODEL BENCHMARKING WORKSHOP AND RESULTS

167

Surface at galge 4

Surface at galge 5

Surface at gauge 6

aot — GeoClaw oot ant
~ _Lab Data
GDa oo ooe
nos wos s
apa ‘ oDe ﬁ apa ‘ ‘
\
ann |I any ‘ an {
|
win | 0l v \
! ‘\| A 1\
nol { 001 | \\' 0o 1N
o P llu‘ A am \ e \"‘. " B AUNy o
\ : r g | P W
E ] ] L] 3 a (1 L] 1] 3 = 1] E] ;-
heme e e
Surtace at galige 7  SUrce at galge 8 Surface at gatge 4
oy = Geollaw ant nat
l — Lab Data
e | Bos soe
aos ‘ oos nes
|
aoe | o4 aoa
anr '1 aan am ‘
\|
win | o g l" |
|
ool H i 0ol ot |
009 ol J N ? = ) Lo
13 w 15 o e ~ = g % .
e e
Surface at gauge 10 Surface st gauge 11
bov —  GeoClaw
~ _Lab Data s
1)
us
a10
LI "
ann
oS
wn
LU \
wod ‘-___Jl S —
1 ~ - w = ~ -
e

Figure 5-24: Case B




168 National Tsunami Hazard Mitigation Program (NTHMP)

Surface at gauge & Surface at gauge S Surface at gauge 6

—  GeoClaw —  GeoClaw —  GaoClaw
—  Lab Datn |7 Lab Dats —  Lab Data

a1 a1 ol l

I o TR,
o0 [ '\‘-.-._ = 400 — Al ‘M‘-“l—i._r > " ———— Al -
~ i e
time

Surface at gauge 7 Surface at gauge 8 Surface at gauge 9

—  GaeoClaw | = GeoClaw —  GeoClaw
Lab Data -

oy o
T
000 bems - W = - " T ) w =
.3 [
Surface ot gauge 10 Surface st gauge 11

—  GeoClaw
~ _Lab Data

L3 1]
a1
\
\ \
[T ‘ \
(T ‘\
\
A\
L e e
o —
e L] L] 5] o » ] w0 [ " =
e =

Figure 5-25: Case C



MODEL BENCHMARKING WORKSHOP AND RESULTS

169

0.20

0.00

0.15

0.10 +

0.05 |

Surface at gauge 4

J

GeoClaw 200 Grid Points
GeoClaw 400 Grid Points
GeoClaw 600 Grid Paoints
Lab Data

10

15
time

Figure 5-26: Convergence plot for Gauge 4 in Case C

5.3.6 BP6: Solitary wave on a conical island — laboratory

e The Corps of Engineers website is the primary documentation for this benchmark

problem: http://chl.erdc.usace.army.mil/chl.aspx?p=s&a=Projects;35

e A problem description is also provided by Frank Gonzélez at LeVeque (2011): BP06-

FrankG-Solitary wave on a conical island/Description.pdf

e Numerous other publications also describe this experiment, in varying detail: (Synolakis
et al., 2007; Briggs et al., 1994; Liu et al., 1994; Briggs et al., 1995; Liu et al., 1995;
Briggs et al., 1996; Fujima et al., 2000)

5.3.6.1 Description

The goal of this benchmark problem (BP) is to compare computed model results with
laboratory measurements obtained during a physical modeling experiment conducted at the
Coastal and Hydraulic Laboratory, Engineering Research and Development Center of the U.S.
Army Corps of Engineers. The laboratory physical model was constructed as an idealized
representation of Babi Island in the Flores Sea, Indonesia, to compare with Babi Island runup

measured shortly after the 12 December 1992 Flores Island tsunami (Yeh et al., 1994).

5.3.6.2 Problems encountered

e Details of the laboratory setup and, therefore, of the computational domain could not be
determined by the available documentation (above). The version of the domain used in
this report is presented in Figure 5-27; this specification of the domain was developed
after personal communication with Michael Briggs, U.S. Army Corps of Engineers, who
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provided additional information on physical details of the laboratory experiment.
Unfortunately, it is not certain that accurate specification of details of the laboratory setup
have been resolved. In particular, the following items were not well documented and
remain open to question: (a) the distance from the wavemaker face to the island center
and (b) open gaps at each end of the wavemaker.

Erroneous entries were found in data files ts2a.txt, ts2b.txt and ts2cnewl.txt. Several
entries of the letter "M’ triggered read-in error messages; they were replaced by linear
interpolation or extrapolation of neighboring values.

Initial values for some laboratory data were non-zero, rather than the zero values
expected for initial wave basin conditions corresponding to still water.

5.3.6.3 What we did

Used g = 9.81 and no friction.
Used the computational domain presented in Figure 5-27.

Used open boundary conditions for the top, bottom and right walls, and for the gaps
between the ends of the wavemaker and the top and bottom walls.

Used inflow boundary conditions for the face of the wavemaker, as described in the
Model Description section of this report.

Simulated Cases A and C, each with three different grid sizes and resolution, to
demonstrate convergence: 28 X 24 (100 cm), 56 X 47 (50 cm) and 223 X 185 (12.5 cm)

Simulated optional Case B; the results are not presented here, but they were submitted for
analysis and inclusion in the workshop summary report.

An additional computational experiment was conducted to document the effect of varying
two model parameters on the results — the Manning coefficient of friction (M) and the
Dry Cell Depth (DCD) threshold. Several values of each parameter were used in this
experiment.

5.3.6.4 Results

Requirements of this benchmark test were to:

Demonstrate that two wave fronts split in front of the island and collide behind it.
Demonstrate convergence of the solution as the computational grid is refined.

Compare computed water level with laboratory data for Cases A and C at gauges 1, 2, 3,
4,6,9, 16, and 22 (files ts2a.txt, ts2cnew1.txt).

Compare computed island runup with laboratory gauge data (files run2a.txt, run2c.txt)

The first benchmark requirement was satisfied, as seen in Figure 5-29 and Figure 5-30. Thus,
for Cases A and C we see in frames t = 30 to t = 36 seconds that the initial wave splits into two
wave fronts in front of the island, which then collide behind the island.

The second benchmark requirement was satisfied, as seen in Figure 5-31, Figure 5-32, and
Figure 5-33. The agreement between Lab and GeoClaw time series is seen to improve as the
computational grid resolution is decreased from 100 to 12.5 cm. The most obvious manifestation
of this convergence is the improved value of the first wave amplitude.
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The third benchmark requirement is satisfied by the comparisons presented in Figure 5-34
and Figure 5-33. Good agreement is seen overall and, in particular, between computed and
measured time series for the first wave. The agreement for later wave details becomes
progressively worse, as multiple reflections and refraction occur at the basin boundaries, the
wavemaker face, and the island. Note that in some cases, the laboratory gauge data are
characterized by non-zero initial values, which would be expected in the case of an initial
condition corresponding to still water in the wave basin (see, e.g., gauge 2 for Cases A and C).

The final benchmark requirement is satisfied by the runup values presented in Figure 5-35
and Figure 5-36, in which good agreement is seen between the computed and measured runup on
the conical island.

5.3.6.5 Sensitivity of runup to friction and *Dry Cell Depth’ parameters

Nine additional simulations of Case C were run on the 12.5 cm grid to test the sensitivity of
computed runup values to variations in Manning’s friction coefficient and the threshold depth for
which a "Dry Cell" is identified by GeoClaw. The results are presented in Figure 5-37. We see
that runup estimates can be significantly affected by changes in the value of each parameter.
Because the friction term is a function of water depth, we also see that these effects vary spatially
over the computational domain; for example, the frame (DCD, M) = (0.01, 0.0) provides the best
fit for inundation values on the lower side of the conical island, but increasing the friction
degrades this fit and improves the fit to runup measurements directly behind the conical island —
see frames (DCD, M) = (0.01, 0.012) and (0.01, 0.025). Similar frictional effects are seen in the
Okushiri Island field benchmark problem, in which runup computations with M = 0.0 and M =
0.25 are compared with field observations (see Figure 5-51).

5.3.6.6 Lessons learned

e Accurate specification of the computational domain is essential, and every effort should
be made to acquire this information.

e Results demonstrate that the long wave equations are adequate to describe the major
features of propagation, refraction, and runup observed in the laboratory experiment.

e Even with the unresolved details of the computational domain and lab data (i.e., non-zero
initial values) the available data still provide a good benchmark test.

e Both the friction and the dry cell depth parameters have a significant, spatially variable,
effect on runup computations.
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Figure 5-27: Basin geometry and coordinate system. Solid lines represent approximate basin and
wavemaker vertical surfaces. Circles along walls and dashed lines represent rolls of wave absorbing
material. Note the gaps of approximately 0.38 m between each end of the wavemaker and the
adjacent wall. Gauge positions are given in Figure 5-28.
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Gage
X, m Y,m | Z,cm Comment
ID
| 16.05 | 32.0
A:5.76
2 14.55 | 32.0
B: 6.82 Incident gage
3 i - [13.05 | 32.0
C:7.56
4 11.55 | 32.0
6 936 |13.80 | 31.7
270 deg transect
9 10.36 | 13.80 8.2
16 1296 |[11.22 7.9 | 0 deg transcct
22 15.56 | 13.80 8.3 | 90 deg transect

Figure 5-28: Coordinates of laboratory gauges 1, 2, 3, 4, 6, 9, 16, and 22.
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Figure 5-29: Animation snapshots of Case A for the 12.5 cm resolution computational grid.



MODEL BENCHMARKING WORKSHOP AND RESULTS

175

Case C, 12.5 cm grid. Surface at time t =

0

1o

Case C, 12.5 cm grid. Surface at time t =

20

1o

Case C, 12.5 cm grid, Surface at time t =

36.0000000

28,0000000

o010

010

-0.02
=004
=0.06
=,08

=0.10

Case C, 12.5 cm grid. Surface at time t =

p L

10

0,10

-0.02

-0.04

~0.06

=0.08

-0,10

Case C, 12.5 cm grid. Surface at time t = 340000000

20

0.10

Case C, 12.5 cm grid. Surface at time t =  38.0000000

1o

—0,02

-0.04

=0.10

Figure 5-30: Animation snapshots of Case C for the 12.5 cm resolution computational grid.
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Ci‘%se A, 12.5 cm grid: Island topography and dry zone
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Figure 5-35: Island runup for Case A, using a 12.5 cm resolution computational grid.
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Ci‘%se C, 12.5 cm grid: Island topography and dry zone
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Figure 5-36: Island runup for Case C, using a 12.5 cm resolution computational grid.
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Figure 5-37: Island runup for Case C on a 12.5 cm grid, for differing values of Manning’s friction
coefficient, M, and the 'Dry Cell Depth’, DCD, threshold.

5.3.7 BP7: Monai valley beach — laboratory
5.3.7.1 Problem specification
e PMEL-135, pp. 6 & 45-46.

e Problem description provided by Dmitry Nicolsky, at LeVeque (2011): BPO7-DmitryN-
Monai_valley_beach/description.pdf

e The original experiment is fully described by Matsuyama and Tanaka (2001).
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5.3.7.2 What we did

e We solved the nonlinear shallow water equations in Cartesian coordinates with g = 9.81
and no friction.

e We used the given initial wave to specify a boundary condition at the left boundary up to
time 20. This was done by filling ghost cells each time step at the left edge of the
computational domain with depth values interpolated from the given time trace at x = 0.
Momentum values were determined as described in Section 5.2.3.3.

e After time 20, the boundary condition procedure switched to non-reflecting boundary
conditions (see Section 5.2.3.1) at the left boundary, so reflected waves exit. (Note that
the wave tank was much longer than the specified computational domain.)

e We solved on 423 x 243 grid (same as bathymetry), with no adaptive mesh refinement.
Solid wall boundary conditions were used at the top and bottom.

e We also solved on 211 x 121 grid, coarser by roughly a factor of 2, for comparison as a
test of convergence.

5.3.7.3 Gauge comparisons

Figure 5-38 shows a comparison of the GeoClaw results with the laboratory values at the
three gauges requested, with both grid resolutions. The two resolutions give very comparable
results, indicating that the solution presented is close to a converged solution of the shallow
water equations. The results are, in general, a good match to the laboratory measurements.

5.3.7.4 Frame comparisons

See Figure 5-39 and Figure 5-40 for comparisons of the Frames 10, 25, 40, 55, and 70 from
the overhead movie with GeoClaw results at roughly corresponding times. These results are from
the 423 x 243 grid (same as given bathymetry).

The movie had a rate of 30 fps, so the frames are 0.5 seconds apart. However, it is not clear
what the starting time was for Frame 1 relative to the simulation time. In the Benchmark
Description (LeVeque, 2011), it is stated that “frame 10 approximately occurs at 15.3 seconds,”
but then later “it is recommend that each modeler find times of the snapshots that best fit the
data.” We found reasonably good agreement starting at 15.0 seconds for Frame 1 and then taking
0.5 second increments, as shown in Figure 5-39 and Figure 5-40.

The yellow dashed lines on the frames from the movie show the approximate shoreline, and
were provided as part of the benchmark specification (LeVeque, 2011). The actual shoreline
location 1is, of course, somewhat ambiguous in the movie, and also in the computation. The
figures of the Geo-Claw computation show the shoreline two different ways:

e The cells colored blue are finite volume cells where the fluid depth is greater than 0.0001
m. Those colored green have less fluid or are dry.

e The black dashed line is a contour line where depth = 0.002 m, which agrees better with
the movie frames and might be a depth that can actually be detected in the movie frames.

5.3.7.5 Runup in the valley

The file OBS RUNUP.txt from the benchmark specification contains the runup at 3
locations as observed in 6 runs of the same wavetank experiment. The relevant location for runup
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in the valley is the first point at x = 5.1575, y = 1.88 m. The six values given are 0.0875, 0.09,
0.08, 0.09, 0.1, 0.09, with an average value of approximately 0.09.

In the computation, the maximum runup was observed at time ¢ =~ 16.5. This frame is
shown in Figure 5-41 with a white dot at the location x = 5.1575,y = 1.88 and several contour
levels marked. The contour lines are at levels 0.01 m apart. The maximum runup appears to be
around 0.08 to 0.10 m depending on what water depth is used to judge.

5.3.7.6 Lessons learned

e This problem has data that are fairly well specified, and has wave tank geometry that
scales up to a reasonable physical tsunami problem (because it was designed by scaling
down a physical problem).

e Solutions to the shallow water equations fit the data quite well, as found both in our
experiments and by other modelers. This gives a reassuring test of the validity of shallow
water equations for real tsunamis.

e This benchmark problem appears to be a good test for tsunami models. It has been widely
used and many models have been shown to give results that agree quite well with the
laboratory measurements.

e The laboratory test also appears to agree very well with the actual tsunami it was
designed to model. Compare Figure 5-41 to Figure 5-53.

e The benchmark problem specification could be improved by specifying the computational
grids that are to be used. We show results for a grid that matches the resolution of the
bathymetry provided and a second computation at half the resolution, but this should be
specified as part of the problem.

e The input data only go out to 20 seconds. The first waves are modeled well, but later
waves in the laboratory data (not shown here) are not seen in the computation. If a longer
time history were provided for the input data, it might be possible to match later waves
better. Note that the computational domain is only part of the wave tank, which was
205 m long (Matsuyama and Tanaka, 2001). Presumably it is impossible to obtain more
data at this point.
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Figure 5-38: Left column: on 423 x 243 grid (same as given bathymetry). Right column: 211 x 121 grid.
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33 Monai Valley at time t = 15.00000000
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Figure 5-39: Left column: Frames 10, 25, and 40 from the movie. Right column: Zoomed view of
computation.
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Figure 5-40: Left column: Frames 55 and 70 from the movie. Right column: Zoomed view of

computation.
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Monai Valley at timet = 16.50000000

2.2

2.1

2.0

1.9

1.8

1.7

1.6

1.%.

Figure 5-41: Maximum runup relative to observed location (white dot).

5.3.8 BP8a: Old 3-D landslide — laboratory

There are plans to replace this benchmark problem with a new one. This has not yet
happened. This old benchmark problem consists of a wedge sliding on a plane beach. See Figure
5-42.
5.3.8.1 Problem specification

e PMEL-135, pp. 7 & 47-48 (Synolakis et al., 2007).

e The original experiment is fully described on NOAA’s benchmarking website which can
be found at http://nctr.pmel.noaa.gov/benchmark/Laboratory/
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5.3.8.2 What we did

e We solved the nonlinear shallow water equations in Cartesian coordinates with g = 9.81
and no friction.

e We used the given laboratory data and problem setup to create our initial topography and
bathymetry. While there were data provided up to time 20 s, we only conducted
simulations up to time 10 s, as was done on NOAA’s benchmarking website. We
specified the movement of the wedge by using the time histories of the block motion
provided for the problem. In order to implement this, we adjusted the bathymetry every
time step to capture the wedge sliding down the linear beach. The slope of this linear
beach was 12. Due to the symmetry of the problem, we simplified the problem to half of
the domain of the tank, specifying an outflow or non-reflecting boundary condition at the
right boundary so reflected waves exit. We also specified a solid wall boundary condition
at all other boundaries. (Note that the wave tank was much longer than the specified
computational domain.) We used zero-order extrapolation, which generally gives a very
good approximation to non-reflecting boundary conditions as described in Section
5.2.3.1. Solid wall boundary conditions are implemented as described in Section 5.2.3.2.
See Section 5.2.3 for more information on how these boundary conditions were specified.

e The moving bathymetry is handled by recomputing Bj; = B(x;,y;,t,) in each time step,
at the center of each finite volume grid cell, based on the specified bathymetry. This is the
standard approach for handling moving bathymetry in GeoClaw: the value Bj} is adjusted

but the fluid depth h;j remains the same, so that the water column is simply displaced

vertically in any cell where the bathymetry changes. For bathymetry that is smoothly
varying in space and time this is considered a reasonable approach (see Section 5.3.3, for
example). Note, however, that no momentum is directly imparted to the water by the
moving bathymetry.

For this problem, the vertical face of the wedge makes this approach inadequate. The
discontinuity in the moving bathymetry means that in each time step the bathymetry near
the face will gain an increment of 0.455 m, lifting the water in this cell by this amount.
This is not at all physical. Instead, the moving face should impart horizontal momentum
to the water.

Given this inaccuracy and the full three-dimensional nature of the physical flow, we do
not expect to obtain very good comparisons computationally.

e We solved on a 35 x 10 grid with 3 levels of adaptive mesh refinement. We refined in the
x-and y-directions by a factor of 6 from levels 1 to 2 and levels 2 to 3. We refined in time
by a factor of 3. We specified level 3 refinement on a rectangle with x values of [-0.4, 2]
and y values of [0, 1].

e We compared the simulated gauge data with the laboratory gauge data to determine
GeoClaw’s accuracy on this problem.

5.3.8.3 Gauge comparisons

Figure 5-43 shows a comparison of the GeoClaw results with the laboratory values at the
two wave gauges and two runup gauges requested for case 1. The gauge data for gauge 1 is
initially very “noisy" but the overall behavior seems to be captured well. We suspect that
because gauge 1 was in the wedge’s path of travel and because the wedge was specified as part
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of our bathymetry, this created strong oscillations in our wave formations and an overshoot
relative to the lab results.

Figure 5-44 shows a comparison of the GeoClaw results with the laboratory values at the
two wave gauges and two runup gauges requested for case 2. As for case 1, the gauge data for
gauge 1 is initially very “noisy" but the overall behavior seems to be roughly consistent with the
lab results.

5.3.8.4 Lessons learned

It is not clear that the shallow water equations are a good model for this problem. The
flow should be fully three-dimensional around this sliding wedge and it is not clear that
any depth-averaged model will do well.

At some distance away from the shore, the depth will be greater than wave length and the
shallow water equations will no longer be valid.

The vertical face causes numerical difficulties.

Overall, GeoClaw seems to model the surface elevations with respect to still water level
well for both cases. However, gauge 1 seems to have issues from shortly after the start of
the simulation to about 2 seconds. As mentioned earlier, it seems that this phenomenon is
more of a result of how the bathymetry is specified than GeoClaw’s ability to model this
landslide. To smooth the data, one could try interpolating the data so that the moving
bathymetry is smooth instead of piecewise. This should greatly reduce the heavy
oscillations. Another approach would be to add a slope to the leading face of the wedge.
This would ensure a more gradual drop in bathymetry as the wedge propagates across the
linear beach.

This benchmark problem does not appear to be a good test for tsunami models. The
dimensions do not seem to be reasonable relative to true submarine landslide problems.
The vertical face does not seem realistic and causes numerical difficulties.
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Figure 5-42: Single grid 140 x 40 GeoClaw simulation of Case 1 to illustrate moving bathymetry and
gauge locations.
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Figure 5-43: Left column: Time histories of the surface elevation with respect to still water level for
case 1. Right column: Time histories of the runup measurements with respect to still water level for
case 1, at Runup gauges 2 and 3. Note: runup values are negated in this figure for both GeoClaw and
lab data due to a programming glitch.



MODEL BENCHMARKING WORKSHOP AND RESULTS

193

Surface at gauge 1
02

01

— Lab Data
0.0 = ALY
-0.1
-0.2
-0.3
~0.4

=0.5%

06

2 4 [ 8 10
ume

Surface at gauge 2

— GeoClaw
— Lab Data

0,10

008
f

0.00 /\ e \

-0.05

-0.10

bme

0,06

0.04

0.02

000

-0.04

-0.06

0.04

000

-0.02

-0.04

— GeoClaw
— Lab Data

—  GeoClaw
e e

'

Figure 5-44: Left column: Time histories of the surface elevation with respect to still water level for
case 2. Right column: Time histories of the runup measurements with respect to still water level for
case 2, at Runup gauges 2 and 3. Note: runup values are negated in this figure for both GeoClaw and

lab data due to a programming glitch.

5.3.9 BP9: Okushiri Island — field

e PMEL-135, pp. 8 & 48-53 (Synolakis et al., 2007).
e A problem description is provided by Frank Gonzalez at LeVeque (2011) BP09-FrankG-

Okushiri_island/Description.pdf

e Numerous other publications also describe this event, in varying detail: (DCRC, 1994;
HTSG, 1993; Kato and Tsuji, 1994; Takahashi et al., 1995; Yeh et al., 1994).

5.3.9.1 Description

The goal of this benchmark problem (BP) is to compare computed model results with field
observations of the 1993 Okushiri Island tsunami.

5.3.9.2 Problems encountered

Two basic problems were encountered:

e Poor quality of the computational bathymetric/topographic grids.
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¢ Inaccurate spatial registration of field observational data with the model grids.

5.3.9.3 What we did

e Used g = 9.81 and Manning coefficient 0.025 for the friction term. We also ran many
of the tests with no friction for comparison.

e Used bathy/topo grids and source grid for the Disaster Control Research Center solution
DCRC17a. Dmitry Nicolsky provided improved versions of the originals developed by
Kansai University, in which severe misalignments in the original data were reduced (but
not eliminated).

5.3.9.4 Problem Requirements
Requirements of this benchmark test were to compute:
1. Runup around Aonae.
2. Arrival of the first wave to Aonae.

3. Two waves at Aonae approximately 10 min apart; the first wave from the west, the
second from the east.

Water level at Iwanai and Esashi tide gauges.
Maximum modeled runup distribution around Okushiri Island.

Modeled runup height at Hamatsumae.

N » ok

Modeled runup height at a valley north of Monai.

5.3.9.5 Results

Figure 5-45 through Figure 5-48 show results of one computation where AMR is used to
concentrate grid points near the southern Aonae peninsula and (Requirements 1, 2, 3). The
rectangular boxes show regions of refinement. The coarsest grid is a 60 x 60 grid on a 1-degree
square as shown in Figure 5-45. Five levels of refinement are used going down by factors 2, 4, 4,
and 6 from each level to the next. In this computation, Level 4 is only allowed on the southern
half of Okushiri Island and Level 5 only around the Aonae peninsula.

Figure 5-46 shows a zoom on the island and Figure 5-47 a further zoom on the peninsula.
Arrival of the first wave at Aonae (Requirement 2) is seen from the west at about # = 5 minutes.
The second major wave arrives from the east at about 10 minutes.

Figure 5-48 shows the inundation level on the peninsula. The color scale indicates the
maximum depth of water recorded at each point on a fixed grid that is placed around this region.
This can be compared to the photographs shown in Figure 5-49.

A slight modification of this run was done to focus on the Hamatsumae region just east of
the peninsula. Figure 5-50 shows the maximum inundation in this region.

The bottom panel of Figure 5-51 shows the runup at various other points around the island
as measured by the team of Y. Tsuji (top panel), along with values computed using GeoClaw.
Figure 5-52 shows a scatter plot of the correlation between the observations and the computed
values. The GeoClaw values were obtained by placing a small fixed grid around each
observation point and recording the maximum water depth at each point on this grid at each
timestep of the computation, using the built-in feature of GeoClaw. The maximum depth over
time can also be accumulated at these points and updated each time step. Plots of the maxima
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over these grids give a visualization of the maximum extent of inundation. Such plots are shown
in Figure 5-48 and Figure 5-53, with 4-meter contours. For most other observation points
contours of topography at 2-meter increments were plotted in order to better estimate the
maximum runup in a small region centered about each observation point.

Figure 5-53 shows the inundation map for the Valley north of Monai, with 4-meter contour
lines (Requirement 7). Inundation to roughly 32 m is observed, in accordance with observations.
For this run a finer grid was used in the region around the value (refining by a factor 24 rather
than 6 in the level 5 grid), and the finer scale bathymetry provided in this region was used.

Requirement 4 is the comparison of observed and computed water levels at the Iwanai and
Esashi tide gauge stations; the analog records are shown in Figure 5-54, taken from Takahashi et
al. (1995). The digitized tide gauge data are compared with the GeoClaw time series in Figure
5-55 and Figure 5-56. At Iwanai, the digitized tide gauge record is clearly undersampled
(compare Figure 5-54 and Figure 5-55), but does capture the peaks and troughs of the analog
record. We see that the first wave arrival time and the overall wave amplitudes are comparable,
but that the GeoClaw tsunami waves are about half the period of the waves recorded by the
Iwanai tide gauge. Considering the regularity of the long train of waves in the tide gauge record,
it is probable that longer period resonance modes at Iwanai were excited by the incident tsunami;
if so, then higher resolution bathy/topo grids would be required to capture these resonant
oscillations in a numerical simulation. At Esashi, it appears that the digitized tide record reflects
the main features of the analog record (compare Figure 5-54 and Figure 5-56). However, the
strange shape of the analog wave form makes it likely that there are problems with the tide gauge
record; the record suffers from either mechanical/electronic, or damage by debris, or simply a
damped or mismatched response function in the tsunami frequency band. In spite of this, the first
arrival and timing of the first two tsunami waves are in good correspondence, though the
amplitude and individual wave forms are not.

Surface at 3.00 minutes Surface at 6.00 minutes

422 42.2

42.0 42,0

41.8 41.8

416 2 s 3 S 41.6 E &
139 3 3 139 139 1 9 439 -]

3208

Figure 5-45: Full computational domain for one simulation, in which AMR grids are focused near the
Aonae peninsula at the south of Okushiri Island.
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5.3.9.6 Lessons learned

This benchmark problem requires much more work to qualify as a credible test of tsunami
inundation models. We have little confidence in:

The quality of the bathy/topo computational grids. A number of mismatches and
discontinuities still exist in the system of grids.

The accuracy of the geospatial registration of observational data with model latitude and
longitude positions. Figure 5-51 presents the observation locations of each of three field
survey teams — Professor Yoshinobu Tsuji, Tokyo University (Tsuji), the United States-
Japan Cooperative Program on Natural Resources (UINR) and the Tohoku University
(Tohoku) teams. The bathy/topo computational grids were adjusted to match the positions
of the Tsuji observations, but it is clear that this created a systematic error in the
registration of the grids with the Tohoku field observations and, in all likelihood, the
UJNR field observations. As another example, there appear to be discrepancies in the
several field team reports of the latitude and longitude of the highest runup observed, i.e.,
the value of over 30 m in a “ ... small valley north of Monai ....” Such positioning errors
can be critical with respect to accurate comparisons of observed and computed runup.

5.3.9.7 Recommendations

The Okushiri event tsunami runup and eyewitness reports remains one of the most valuable
datasets for model comparisons in existence, but the quality of this dataset must be improved to
qualify as a credible benchmark problem. We recommend that an effort be supported to

Develop a high quality bathy/topo grid system.

Resolve ambiguities and discrepancies currently found in the various team data reports,
and improve the geospatial registration of observed and modeled values.

Provide adequate documentation of the resulting benchmark problem dataset.
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Figure 5-46: Zoom on Okushiri Island.
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Figure 5-47: Zoom on the Aonae peninsula showing the first wave arriving from the west and the
second from the east. Color map shows elevation of sea surface. 4-meter contours of bathymetry and

topography are shown.
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Figure 5-48: Inundation map of the Aonae peninsula. Color map shows maximum fluid depth over
entire computation at each point. 4-meter contours of bathymetry and topography are shown.

Figure 5-49: Photographs of the Aonae peninsula taken shortly after the event.
Left: From http://www.usc.edu/dept/tsunamis/hokkaido/aonae.html.
Right: From http://nctr.pmel.noaa.gov/okushiri_devastation.html, credited to Y. Tsuji.
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Figure 5-50: Inundation map of the Hamatsumae neighborhood just east of the Aonae peninsula.
Color map shows maximum fluid depth over entire computation at each point, with the same color
scale as Figure 5-48. 4-meter contours of bathymetry and topography are shown.
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Figure 5-51: Top: Locations of field observations by three independent field survey teams, relative to
the computational bathy/topo grid system. Only the observations of Tsuji (left figure) were used in
this study due to misregistration of the other two data sets. Bottom: Measured and computed runup
at 21 points around Okushiri Island where measured by the Tsuji team. Red circles are measurements;
green diamonds are estimated from the computation. Two red circles at the same point represent
estimates of minimum and maximum inundation observed near the point. Two green diamonds at the
same point represent values estimated when the model was run with and without bottom friction

(Manning coefficient 0.025). The runup computed with bottom friction is the smaller value.
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Figure 5-52: Scatter plot illustrating the correlation between measured and computed values for the
values shown in Figure 5-51.
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Figure 5-53: Inundation map of the valley north of Monai. Color map shows maximum fluid depth
over entire computation at each point. 4-meter contours of bathymetry and topography are shown.
Compare to Figure 5-41 showing the related wave tank simulation.
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Figure 5-54: Analog tide gauge records at lIwanai and Esashi.
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Figure 5-55: lwanai digitized tide gauge record (black line) and GeoClaw (blue line) time series.
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Figure 5-56: Esashi digitized tide gauge record (black line) and GeoClaw (blue line) time series.

5.4
5.4.1

Further remarks and suggestions

Comments on the current benchmark problems

The current set of benchmark problems do a good job of testing some aspects of a tsunami
simulation code. However, there are some shortcomings that have become apparent to us in the
course of working through these problems and that could be addressed in the future.

Several of the problems are not well specified in terms of the data provided. These
difficulties have been noted in our discussion of the individual problems.

In some problems there is not a clear description of how the simulation is supposed to be
set up, or how the accuracy of the solution should be quantified. Allowing flexibility is
perhaps necessary to allow for differences in capabilities of existing simulation codes, but
we feel this could be better constrained. In particular, there is no indication in the
problem descriptions of what grid resolution should be used. There are requirements to
“demonstrate convergence,” but for practical applications it is important to know that
adequately accurate results can be obtained on grids with a reasonable resolution in terms
of computing time constraints.
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e Friction parameter values significantly affect model runup computations at both
laboratory and field experiment scales (see Figure 5-37 and Figure 5-51). Different
models may use different formulations of the friction terms and some consideration
should be given to testing and reporting on the effect of different values of the friction
parameter when conducting benchmark problem simulations.

e Runup computational algorithms frequently employ a parameter that sets a threshold
level below which a cell is declared dry, i.e., the Dry Cell Depth. As in the case of
friction, the value of this parameter can also affect the resulting runup computation (see
Figure 5-37), and some consideration should be given to testing and reporting on how
variations in such model parameters can affect runup computation results for benchmark
problems.

e Currently there is no requirement to report CPU time required to solve each problem.
This would be interesting information to have when comparing different approaches, and
would be a necessary component if the benchmark did require a particular grid resolution,
because grid resolution alone is not necessarily a good indication of computational effort
needed.

e Some of the benchmark problems compare numerical results to the exact solutions of the
linear or nonlinear shallow water equations. For these problems, any code that solves the
equations in question should converge to the correct solution, but it may also be of
interest to know how rapidly the error goes to zero, and how good the solution is on
under-resolved grids that may be more representative of what would be used in actual
tsunami simulations.

e Other benchmark problems require comparison with wave tank experiments. In some
cases (e.g., with breaking waves) it cannot be expected that the code converges to the
experimental results because the equations used in tsunami modeling are only
approximations. Different codes may use different approximations and so this
comparison may be valuable, but because many codes use the same shallow water
approximations, for these problems it would be valuable to have some agreement as to
what a “converged solution” of the shallow water equations looks like.

e BP&a, studied in Section 5.3.8, does not seem to scale well as a model of a real landslide,
and has difficulties associated with the vertical face that are not likely to be seen in real
landslides, where momentum transfer is probably secondary to the vertical displacement
of the water column in creating a tsunami. The short wavelength waves generated by the
discontinuity in this problem also accentuate the need to use dispersive corrections in
order to obtain reasonable approximations. While dispersive terms may be very important
for some submarine landslide generated tsunamis, there may be other cases where they
are less important and the ability to model such events with shallow water equations is
important because these equations can be solved with explicit methods that are often
orders of magnitude faster than implicit dispersive solvers. (This may be particularly
important in doing probabilistic hazard assessment requiring a large number of
scenarios.) We believe it would be valuable to develop landslide benchmarks that model
events such as a large mass failure on the continental slope, which the current
benchmarks do not address.
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The Okushiri Island BP9 requires comparison to field observations. Beyond the technical
difficulties with datasets for this problem, there are also questions regarding (a) the
accuracy of the earthquake source being used, (b) the accuracy of some of the field
observations and tide gauges. This makes it difficult to assess the accuracy of a
simulation code. This will always be a problem in comparing with actual events, but our
feeling is that to form a meaningful benchmark there should be some agreement in the
community regarding how large the deviation between the computed solutions and the
observations are expected to be, rather than an expectation that results converge to
observations as the grid is refined.

5.4.2  Suggestions for future benchmark problems

We believe there are other possible benchmark problems that should be considered by the
community in order to better test tsunami simulation codes.

The one-dimensional test problems currently involve exact solutions that are themselves
difficult to calculate numerically, e.g., requiring numerical quadrature of Bessel
functions. It is very useful that tabulated values of these solutions have been provided.
However, rather than using limited tests for which such “exact” solutions are known, it
might be preferable to carefully test a 1-D numerical model and show that it converges,
and then use this with very fine grids to generate reference solutions. Fully converged
solutions could be provided in tabulated form and could be as accurate as needed. It
would then be possible to generate a much wider variety of test problems. In particular,
more realistic bathymetry could be used, for example on the scale of the ocean, a
continental shelf and beach, rather than modeling only a beach.

High-accuracy one-dimensional reference solutions can also be used to test a full two
dimensional code, by creating bathymetry that varies in only one direction at some angle
to the two-dimensional grid. A plane wave approaching such a planar beach would
ideally remain one-dimensional, but at an angle to the grid this would test the two-
dimensional inundation algorithms.

This idea can be extended to consider radially symmetric problems, such as a radially
symmetric ocean with a Gaussian initial perturbation at the center. The waves generated
should reach the shore at the same time in all directions, but the shore will be at different
angles to the grid in different locations and it is valuable to compare the accuracy in
different locations. The two-dimensional equations can be reformulated as a one-
dimensional equation in the radial direction (with geometric source terms) and a very fine
grid solution to this problem can be used as a reference solution.

Features could also be added at one point along the shore and this location rotated to test
the ability of the code to give orientation-independent results. Some GeoClaw results of
this nature are presented in Berger et al. (2011) and LeVeque et al. (2011).

A very simple exact solution is known for water in a parabolic bowl, in which the water
surface is linear at all times but the water sloshes around in a circular motion. This is a
good test of wetting and drying as well as conservation. See for example Gallardo et al.
(2007), Thacker (1981), and the test problem in GeoClaw: http://www.clawpack.org/
clawpack-4.x/apps/tsunami/bowl-slosh/ README.html
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e Extensive observations are available for recent events such as Chile 2010 or Tohoku
2011, including DART buoys, tide gauges, and field observations of inundation and
runup. It would be valuable to develop new benchmark problems based on specific data
sets, including specified bathymetry and earthquake source (or seafloor displacement).
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6.1  Model description

The Method Of Splitting Tsunamis (MOST) numerical model (Titov and Synolakis, 1998) is
a set of code developed to simulate three processes of tsunami evolution: generation by an
earthquake, transoceanic propagation, and inundation of dry land. MOST has been used by the
NOAA Center for Tsunami Research (NCTR) in the development of tsunami inundation forecast
models. These forecast models are supported by an ocean-wide database of 24-hour-long
tsunami wave propagation simulations of numerous tsunami scenarios, each generated by
hypothetical earthquakes from unit sources covering worldwide subduction zones (Gica et al.,
2008). As a tsunami wave propagates across the ocean and reaches tsunameter observation sites,
the forecasting system uses a data inversion technique coupled with these pre-computed tsunami
generation scenarios to deduce the tsunami source, in terms of the earthquake unit sources
identified in the database (Percival et al., 2009). A linear combination of the pre-computed
tsunami scenarios is then used to determine the offshore tsunami waves and to incorporate
synthetic boundary conditions of water elevation and flow velocities into site-specific forecast
models. The main objective of the forecast model is to provide an accurate estimate of wave
arrival time, wave height, and inundation extent at a particular location within minutes of the
earthquake, in advance of wave arrival. Previous and present development of forecast models in
the Pacific (Titov and Gonzalez, 1997; Wei et al., 2008; Titov, 2009; Tang et al., 2009) have
validated the accuracy and efficiency of each forecast model currently implemented in the real-
time tsunami forecast system.

6.1.1 Governing equations

The MOST model is intended to solve a system of depth-averaged continuity and
momentum equations:

=+ div(hV) = 0 (1a)

V|V
o = &vd (1b)

0 — -
(Z+V-v)V+gVh+y
where h(x,,x,,t)=n(x,,x,,t)+d(x,,x,), and 1 and d refer to the free surface displacement and

undisturbed water depth, respectively, V(xl,xz, t) is the depth-averaged velocity vector in the
horizontal plane, g is the acceleration due to gravity, and y =n’ is the Manning friction

coefficient. The solution is based on the method of fractional steps (Yanenko, 1971; Durran,
1999) which reduces the 2-D problem to two 1-D problems by setting either spatial derivative to
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zero. The majority of the benchmark problems below were simulated in the Cartesian
coordinates (x,,x,) with friction set to zero. In those settings, the two 1-D problems yielded by

splitting are:

oh 0O

—+—(hV)=0

ot 8x1( 1) (22)
%4_[/%4_ %— a_d 2b
o ex Sex Sox (20)
ov, oV,

24V, —2=0

ot 'ox (2¢)
and

oh 0

—+—LhV,|=0

ot 8x2( 2) (3a)
ov, oV, oh ad

_+V_2+ e

o ox, Sox, ©ox, (30)
o, oV,

—L+V,—L=0.

ot o, (3¢)

The MOST method is a numerical technique of solving system (1) by computing solutions
for the next time step of the simplified systems (2) and (3) sequentially.

The first two equations in (2) (and in (3) analogically) can be re-written in terms of Riemann
invariants

p=V,+2gh, q=V,~2Jeh

and eigenvalues A;, =V; +./ghas

ap op od
L)L =
o e 8 (42)
oq oq od
ke Sy Rt ST, G
o Cox Sox (40)

Adding equations (4) together simplifies to (2b). Subtracting the two equations simplifies to
(2a). Equations (4) and (2c) are the set of equations that are solved in MOST to propagate the
solution in the x, -direction. The corresponding primitive variables V, and 4 are then obtained

from the characteristics p and ¢ as

Vi=(p+q)/2, h=(p-q)*/l6g, (5)
and propagation in the x,-direction is computed according to (3), with the first two equations
being solved in terms of

p=V,+2gh, G=V,-2Jgh, j,=V,t/gh.
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The numerical scheme for solving the characteristic equations (4) in one dimension, with
(optionally) varying space step followed by runup on a beach, has been given in Titov and
Synolakis (1995). Details of the MOST numerical scheme can also be found in Titov and
Synolakis (1998) and Burwell et al. (2007). The MOST model solver is second-order accurate in
Ax , except on boundaries.

Two-dimensional extension of the 1-D model in either Cartesian or spherical coordinates is
described in Titov and Synolakis (1998) and Titov and Gonzalez (1997). MOST adaptation to an
arbitrary orthogonal curvilinear coordinate system is developed in Tolkova (2008).

6.1.2 Wetting/drying interface

The MOST model inundation algorithm uses a horizontal projection of the water level in the
last wet node onto the beach to adjust the length of the last wet cell, as discussed in Titov and
Synolakis (1998). As the moving shoreline position steps over a fixed grid node, the algorithm
would add or exclude a wet node so the wet area would expand at runup and shrink at rundown.
A node is considered dry when the water height at this node is less than a threshold.

6.1.3 Boundary conditions

Two types of boundary conditions are implemented in MOST: totally reflective and totally
transparent, as discussed in detail in Titov and Synolakis (1998).

At either boundary, the outgoing Riemann invariant is advanced for the next time step t,
using a Ist order difference scheme applied to the solution at t, ;, while the incoming invariant is
specified according to the type of the boundary. It is assumed that the flow is subcritical, and
therefore A4, > 0 and the p-invariant propagates to the right, while 4, <0 and the g-invariant

propagates to the left.

On the reflecting left boundary, the p-invariant at the 1st node is set to —q at each time step.
This procedure implies ¥, = 0 at the 1st node, which sets the reflective wall immediately behind

the 1st node.

On the transparent left boundary, the p-invariant is assigned to

() =ut,)+2\gd +n,(2,)), (6)

where d; is depth at the 1st node, and u, and 7, represent external forcing through given
velocity and elevation.

In general, values u, and 77, would not coincide with the solution in the Ist node, except
when they are consistent with the value of the outgoing Riemann invariant, that is, satisfying

u (t,) =2+ g(d +m,(1,)) = q,(1,). (7)

The last equation reflects the fact that, for an initial-boundary-value problem in the quadrant
x>0, t>0, only one boundary condition (either velocity or elevation) is needed on the f-axis
(Mei, 1983).
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In particular, if near the left boundary at t, there is no wave inside the domain propagating
toward the boundary, then ¢,(¢,)=-2,/gd, and condition (7) defines the velocity of the

incoming wave, given its elevation (or vice versa) as:
u,(t,) =2yg(d, +1,(t,)) ~2/gd,. (8)

In the absence of any inflow through the left boundary, u, and 7, are set to zero.

Likewise, in the N-th (last) node, the p-invariant at ¢, is computed with the solution at ¢ _, in
the last two nodes, while the g-invariant at ¢, is set to either —p, (¢,) (reflective right boundary),
or

qay(t,) =u,(t,) =2\ g(dy +1.(,)) )

(transparent right boundary), where dy is depth at the last node, and u, and 7, represent forcing

through the right boundary. As long as no wave escapes through the right boundary, velocity and
elevation in a wave entering the domain from the right satisfy

u,(t,)=2gd, —2g(d, +n,(t)). (10)

6.1.4 Numerical dispersion and dissipation in MOST

Designed to solve non-dispersive shallow-water equations, the MOST model nevertheless
possesses significant numerical dispersion and, in some cases, dissipation properties for the
higher wave numbers. The numerical dispersion can be used to mimic physical dispersion. As
shown in Burwell et al. (2007), MOST dispersive and dissipative properties are determined by a

single parameter f=V,/C, also referred to as the Courant number, where V| =\/g7 and
C=Ax/At.

MOST yields the non-dispersive solution traveling at exactly long-wave velocity ¥, only
when B =1. This is also the edge case, because at S >1 the numerical scheme becomes
unstable.

When 1/+/2 < B <1, the harmonic component with the highest wave number of 7 /Ax
always travels at phase speed C . At the same time, in this range of S, the components with
higher wave numbers are subject to numerical dissipation, which is greater the closer S is to

1/2.

When S <1/+/2, the shortest wave of 2Ax -length always travels with zero phase speed.
Numerical dissipation also drops down and remains lower, the smaller the value of g . For
S < 0.3, MOST phase velocities (function of wave number k) are very close to the limit
sin kAx

kAx

k= "o

(11)
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For well-resolved waves (kAx<<1), MOST velocities coincide with Linear Wave Theory
(LWT) phase velocities

Ve =V, - [k (12)

when Ax =d , whereas the time step should be just small enough to provide for low £ .

Maintaining a specific Ax and Courant number in a basin with variable depth is straight-

forward in the 1-D case. The grid spacing should vary as v/d and the Courant number should be
as close as possible to 1, to keep the solution stable, if the objective is to approach a nonlinear
shallow water (NSW) solution over the wide range of wave numbers. If, however, the wave is
well resolved (containing only low wave numbers), then keeping S close to 1 is not essential.
The grid spacing is set equal to depth while the Courant number is kept low, whenever a
benchmark test calls for matching laboratory measurements taken in dispersive settings.
Emulating LWT dispersion is not possible with finer (spacing less than depth) grids.

6.2 Benchmark problems

The MOST model has been benchmarked against benchmark problems 1, 2, 4-7, and 9,
which focus on verifying the simulations of wave propagation and subsequent inundation with
laboratory, analytical, and field data. The results are presented below.

6.2.1 BPI: Solitary wave on a simple beach — analytical

The solitary wave on a simple beach problem for BP1 is focused on modeling runup of a
non-breaking solitary wave of height H, normally incident to a plane sloping beach. The
simulation was performed using a 384-node grid, which encompassed a 45d-long segment of
constant depth d connected to a 50d-long slope of angle f = arccot(19.85). In simulations, the
depth of the flat part of the basin was d = 1 m and the initial wave height was H = 0.0185d. The
grid spacing was set to 1 m (depth) over the flat segment, then varied as Vd, but not less than
0.1d. The time increment A¢ = 0.03 s provided for f = 0.1. Results with dimension of length are

expressed in units of depth; time is expressed in units of 7 =./d/ g .
Computed time histories of surface elevation at x/d= 0.25 and x/d= 9.95 vs. the

analytical solution are shown in Figure 6-1. Water level profiles at ¢ /Tt = 35, 45, 55, and 65 are
shown in Figure 6-2. Maximum computed runup is 0.084.
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Figure 6-1: Time histories at locations x/d = 0.25 (left) and x/d = 9.95 (right), analytical NSW solution
(black), and numerical solution (red), in dimensionless units.
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Figure 6-2: Water level profiles at t/T = 35, 45, 55, and 65: analytical NSW solution (black), and
numerical solution in grid nodes (red dots), in dimensionless units.

6.2.2 BP4: Solitary wave on a simple beach — laboratory

This problem is a laboratory counterpart to BP1. It was simulated under the same settings as

BP1 for initial wave heights H =0.0185d and H = 0.3d.

Computed water level profiles are shown in Figure 6-3 and Figure 6-4. Maximum computed

runup is 0.084d for H/d = 0.0185, and 0.265d for H/d = 0.3.
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dots) and numerical solution in grid nodes (red dots), in dimensionless units.
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Figure 6-4: Water level profiles for H/d = 0.3 at t/t = 15, 20, 25, and 30: measurements (black dots)
and numerical solution in grid nodes (red dots), in dimensionless units.

6.2.3 BP2/5: Solitary wave on a composite beach — analytical, laboratory

The objective of this benchmark is modeling propagation of incident and reflected solitary
waves of different heights (cases A, B, and C) in a basin of complex geometry.
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The experiment was modeled as a 1-D problem. The computational domain starts at gauge 4
(whose position x4 is different among the three cases A, B, and C). The simulation is initiated
with the boundary input of #7y(¢) and vy(¢) at x = x4, where # is taken from an actual record of a
direct pulse (prior to 275 s) at the incident gauge. Given 7, velocity v is computed according to
equation (8).

The grid parameters were selected with the intent to use numerics to mimic physical
dispersion; that is, the grid spacing dx equals depth (but is no smaller than 0.05 m), starting with
d = 0.218 m on the deep end. The resulting grid size was 72 nodes (case A), 66 nodes (case B),
and 64 nodes (case C). The time increment was 0.02 s (A), 0.003 s (B), and 0.01 s (C), which
kept the Courant number under 0.3 everywhere.

No attempt was made to match the analytical LSW solution because, as can be seen from the
figures, nonlinearity affects propagation speed even for the lowest pulse (case A). For this
problem, the MOST model does not have a “linear” mode for meaningful comparisons with the
LSW solution.

Computed time histories of surface elevation at gauges 4—10 vs. the lab measurements and
analytical solutions for the three heights of the incident pulse are shown in Figure 6-5 through
Figure 6-7; time histories by the wall are shown in Figure 6-8. The maximum simulated runup at
the wall was 2.24 cm / 0.1d (case A), 18.2 cm / 0.84d (case B), and 22.4 cm / 1.03d (case C).
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Figure 6-5: Time histories at gauges 4-10 (top to bottom), provided by measurements (black),
analytical LSW solution (green), and numerical solution (red). Case A.
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solution (red). Left to right: cases A, B, and C.
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6.2.4 BP6: Conical island

This benchmark problem was simulated using two nested grids. The outer grid enclosed the
entire basin area starting with the wavemaker at x = 0. Radiative boundary conditions were
applied on the other three sides (basin walls). The size of the grid was 25 m x 30 m, or 84 x 101
nodes at dx = 30 cm spacing. The time increment of df = 0.01 s with the depth-equal spacing
provided for imitating physical dispersion as the pulse propagates from the wavemaker toward
the island.

Boundary input to the domain was provided according to the paddle velocities (computed by
differentiating the given paddle trajectory x(¢), with some smoothing applied) complemented
with elevation computed according to equation (8). The boundary conditions were applied at x =
0. Because the paddle stroke was under 30 cm, that is, under the grid cell size in all the cases, no
actual reduction in the size of the basin was accounted for. After the stroke was completed (in
158 sin case A, 123 s in case B, and 65 s in case C), reflective boundary conditions were applied
atx=0.

Runup onto the island was simulated within a finer 10 m % 10 m grid enclosing the island.
Boundary input on the four sides was provided from the outer grid. Two resolutions for the inner
grid were considered: 201 x 201 nodes at dx = 5 cm spacing and df = 0.02 s time increment, and
401 % 401 nodes at dx =2.5 cm spacing and df = 0.01 s time increment.

Simulated time histories at eight gauges vs. the laboratory measurements for the three cases
are shown in Figure 6-9 through Figure 6-11. Time histories at the incident gauges 1-4 were
obtained in the outer grid, while those at the gauges around the island (6, 9, 16, and 22) were
computed in the inner grid with dx = 5 cm resolution. The boundary of the inundated area around
the island, computed at 5 and 2.5 cm grid spacing for each of the three cases, is shown in Figure
6-12 through Figure 6-14.
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Figure 6-9: Time histories at gauges 1-4, 6, 9, 16, and 22: simulated with MOST (red) and laboratory
measurements (black). Case A.
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Figure 6-10: Time histories at gauges 1-4,

measurements (black). Case B.

6, 9, 16, and 22: simulated with MOST (red) and laboratory
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